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Tsunami hazard evaluation and mitigation is of great importance to coastal communities around

the world, especially after the frequent occurrence of large tsunamis in the past two decades. Many

physical phenomena need to be modeled during a tsunami event, e.g. tsunami wave generation and

propagation, coastal inundation, and forces on structures. Most of them are nonlinear and involve

a wide range of length scales, and thus are challenging to model. In this dissertation, the ability of

three-dimensional (3D) and two-dimensional (2D) models to capture tsunami forces on structures

and flow through a constructed environment is first analyzed. Then the development of a GPU-

accelerated hyperbolic partial differential equation (PDE) solver with adaptive mesh refinement

(AMR), with application to solving several PDEs that govern different physical processes arising

in tsunamis, is presented and discussed.

Tsunami inundation is the final and most destructive phase of tsunami evolution that comes af-

ter tsunami wave propagation in the ocean. The numerical modeling of this phase that incorporates

the constructed environment of coastal communities is challenging for both 2D and 3D models. In-

undation and flooding in this region can be too complex for 2D models to capture properly, while

for 3D models a very fine mesh is required to properly capture the physics, dramatically increas-

ing the computational cost and rendering impractical modeling of some problems. To evaluate the
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capability of the current tsunami inundation models, comparisons are made between GeoClaw, a

depth-integrated 2D model based on the nonlinear shallow water equations (NSWE), and the in-

terFoam solver in OpenFOAM, a 3D model based on Reynolds Averaged Navier-Stokes (RANS)

equations for tsunami inundation modeling. The two models are first validated against existing

experimental data of a bore impinging onto a single square column. Then they are used to sim-

ulate tsunami inundation in a physical wave tank model of Seaside, Oregon. The resulting flow

parameters from the models are compared and discussed, and these results are used to extrapo-

late tsunami-induced force predictions and give guidance for the use of numerical models in other

similar situations.

Numerical modeling of tsunami processes is computationally expensive. Being able to do this

faster means we can simulate a problem with higher resolution to potentially get more accurate re-

sult, simulate the same problem faster to send out tsunami warning earlier, or perform more tsunami

simulations within a given time budget when doing probabilistic hazard assessment or studying the

uncertainties of the process. Using Adaptive Mesh Refinement (AMR) as implemented in Geo-

Claw speeds up the process by greatly reducing computational demands, while accelerating the

code using the Graphics Processing Unit (GPU) could do so through faster hardware but has not

previously been implemented in GeoClaw. The second part of this dissertation presents an ef-

ficient CUDA implementation of the GeoClaw code. The code can model transoceanic tsunami

simulation by using AMR and solving the shallow water equations in spherical coordinates. Nu-

merical experiments of the 2011 Japan tsunami and a local tsunami triggered by a hypothetical

Mw 7.3 earthquake on the Seattle Fault illustrate the correctness and efficiency of the code. The

GPU implementation, when running on a single GPU, is observed to be 3.6 to 6.4 times faster than

the original model running in parallel on a 16-core CPU. Three metrics are proposed to evaluate

performance of the model, which shows efficient usage of hardware resources.



www.manaraa.com

TABLE OF CONTENTS

Page

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Chapter 1: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Part I: Three-Dimensional and Two-Dimensional Tsunami Inundation Models . . . 7

Chapter 2: Previous Work on Tsunami Models . . . . . . . . . . . . . . . . . . . . . . 8
2.1 Tsunami Propagation and Runup on Bare Earth . . . . . . . . . . . . . . . . . . . 8
2.2 Tsunami Inundation in Constructed Environments . . . . . . . . . . . . . . . . . . 11

Chapter 3: The Three-Dimensional Seaside Model . . . . . . . . . . . . . . . . . . . . 15
3.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Model Setups and Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Force Predictions on Selected Buildings . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Inclusion of Constructed Environments . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Localized Building Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Chapter 4: The Two-Dimensional Seaside Model . . . . . . . . . . . . . . . . . . . . . 58
4.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2 A Simple Dam-break Problem with Bore-Structure Interaction . . . . . . . . . . . 61
4.3 The Seaside Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

Part II: Accelerating the GeoClaw Model for Multi-Scale Tsunami Modeling Using
Graphics Processing Units (GPUs) . . . . . . . . . . . . . . . . . . . . . . . 82

i



www.manaraa.com

Chapter 5: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.3 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

Chapter 6: Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.1 Finite Volume Methods, Wave Propagation Algorithm and Riemann Solvers . . . . 90
6.2 Adaptive Mesh Refinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Chapter 7: Code Design and Implementation - A Hybrid CPU/GPU Approach . . . . . 104
7.1 Procedure Dependencies and Concurrent Execution . . . . . . . . . . . . . . . . . 105
7.2 Memory Pool . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.3 GPU Kernels for the Solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

Chapter 8: Efficient Tsunami Simulation on Adaptive Grids with the GPUs . . . . . . . 115
8.1 2011 Japan Tsunami . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8.2 A Local Tsunami Triggered by Near-Field Sources . . . . . . . . . . . . . . . . . 128
8.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

Chapter 9: Summary and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
9.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
9.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

Appendix A: Computation of Seismic Load . . . . . . . . . . . . . . . . . . . . . . . . . 158

ii



www.manaraa.com

LIST OF FIGURES

Figure Number Page

3.1 Schematic of the experimental setup for the interaction between bore and square
column. The top figure shows a plan view, and the bottom figure shows a cross
section through the center of the column, illustrating also the bore. . . . . . . . . . 18

3.2 Comparison between cases with and without a turbulence model . . . . . . . . . . 19

3.3 Mean and Maximum Courant Number in the case with “Maximum Courant Num-
ber” set to 10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.4 Surface elevation at gauges A1, A3, A6 and A7 for cases with different maximum
Courant numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.5 Top view and side view of the basin . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.6 Layout of all buildings and gauges in the experiment: blue, large hotels or com-
mercial buildings, red, smaller commercial buildings, yellow, residential structures. 29

3.7 Layout of gauges and their names. The four overlapping rectangles indicate four
subsections used to get the numerical results at gauge group A, B, C and D. For
clarity, only the width of the domain in the vicinity of the onshore bathymetry is
shown in the figure; however, the numerical domain spans the 48.8 m from the
wavemaker to the back wall of the basin. . . . . . . . . . . . . . . . . . . . . . . 30

3.8 Computational domain for the narrower case and the wider case For clarity, only
the width of the domain in the vicinity of the onshore bathymetry is shown in the
figure; however, the numerical domain spans the 48.8 m from the wavemaker to
the back wall of the basin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.9 Surface elevation at gauge A1, A3, A6 and A7 for cases with different mesh size . 35

3.10 Time histories of surface elevation at gauge WG1 and WG3. Only numerical result
from the wider case is plotted as the two cases gave the same result in this region. . 36

3.11 Time histories of surface elevation, cross-shore velocity and momentum flux at
some selected gauges along line A (Note that ranges of Y axis are different in
different subplots) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.12 Time histories of surface elevation, cross-shore velocity and momentum flux at
some selected gauges along line A, zoomed in near the initial impact . . . . . . . . 40

iii



www.manaraa.com

3.13 Position of bore front when peak value of velocity occurs at gauge A4, colored by
velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.14 Representative buildings along Line A . . . . . . . . . . . . . . . . . . . . . . . . 42

3.15 Tsunami forces on selected buildings in cross-shore direction . . . . . . . . . . . . 44

3.16 Tsunami forces on selected buildings in along-shore direction . . . . . . . . . . . . 45

3.17 Time histories of angle of deviation of net forces on selected buildings . . . . . . . 46

3.18 Snapshots of the simulation at 6 different moments (from left to right, top to bot-
tom): t = 25.4 s, 25.7 s, 26.0 s, 26.6 s, 26.9 s, 27.5 s. . . . . . . . . . . . . . . . . 47

3.19 Comparison of forces in cross-shore direction. (from momentum flux: forces com-
puted from momentum flux measured in the case without constructed environ-
ments; from measurement: forces computed by integrating pressure on surface of
objects in numerical model) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.20 Time histories of the drag coefficient . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.21 Comparison of forces in cross-shore direction: (a) forces computed from momen-
tum flux measured in the case without constructed environments; (b) forces com-
puted by integrating pressure on surface of objects in numerical model (with con-
structed environments) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.22 Time histories of the drag coefficient in bare-earth case . . . . . . . . . . . . . . . 54

3.23 Tsunami forces on individual walls of building II . . . . . . . . . . . . . . . . . . 55

4.1 Time history of the water level at 5.2 m from the gate (center of the column) with
the column removed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2 Time history of streamwise velocity at different distances, d, from the bottom at
5.2 m from the gate (center of the column) with the column removed. Abscissa:
time (s). Ordinate: velocity (m/s). . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.3 Comparison of measured and predicted horizontal forces on the square column . . 65

4.4 Time histories of surface elevation at gauge WG1 and WG3 from the 2D model.
Data from figure 3.10 is re-plotted here for comparison. . . . . . . . . . . . . . . . 68

4.5 Time histories of surface elevation, cross-shore velocity and momentum flux at
some selected gauges along line A (Note that ranges of Y axis are different in
different subplots) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.6 Time histories of surface elevation, cross-shore velocity and momentum flux at
some selected gauges along line B . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.7 Time histories of surface elevation, cross-shore velocity and momentum flux at
some selected gauges along line C . . . . . . . . . . . . . . . . . . . . . . . . . . 74

iv



www.manaraa.com

4.8 Time histories of surface elevation, cross-shore velocity and momentum flux at
some selected gauges in group D . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.9 Velocity distribution in the bore near gauge A4, from the GeoClaw model . . . . . 76

4.10 Snapshots of the simulation near line A, colored by cross-shore velocity, at 3 dif-
ferent times (from top to bottom): t = 25.9 s, t = 27 s, t=28.1 s. Left: Geoclaw;
Right: OpenFOAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.11 Predicted forces in cross-shore direction on selected buildings (normalized). Geo-
Claw: forces predicted from the drag coefficient; OpenFOAM: forces predicted
directly from pressure field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6.1 Advancing the coarsest level by one time step, for a AMR hierarchy with 3 levels
of grid patches. The refinement ratio is 2 for both level l = 1 and level l = 2.
Each black horizontal arrow in a solid line represents taking one time step on a
specific level. Each blue vertical arrow in a dashed line represents one updating
process that averages the solution from a fine level to a coarse level and refluxing
process that preserves global conservation. The numbers from (1) to (10) describe
the orders in which all operations are taken. . . . . . . . . . . . . . . . . . . . . . 99

6.2 One coarse AMR grid patch (pink) and one nested fine AMR grid patch (cyan).
The fine grid patch has 4 by 6 internal cells with 2 ghost cells (denoted by dashed
lines) on each side. i and j are indices for coarse-grid cells in x and y direction. m
and b are indices for fine-grid cells in x and y direction. The refinement ratios in
space and time are both 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7.1 Dependency graph of some major procedures in non-AMR portion of the code.
The color indicates the hardware resource a procedure requires. . . . . . . . . . . 107

7.2 An example of different procedures in non-AMR portion of the code running con-
currently along the timeline. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

7.3 A one-dimensional slice of a grid patch along the x direction. The arrows in dashed
lines represent waves from the Riemann problems at the cell edges. . . . . . . . . 112

7.4 Assign CUDA threads to grid cells and cell edges. . . . . . . . . . . . . . . . . . 113

8.1 Three refinement regions around Crescent city with higher resolution and location
of gauge 2. Red: level 4, 1-minute resolution; Blue: level 5, 12-second resolution;
White: level 6, 2-second resolution. . . . . . . . . . . . . . . . . . . . . . . . . . 119

8.2 ζ(x, y, t) at 5.5 hours and 9.5 hours after the Japan 2011 earthquake. . . . . . . . . 121

8.3 ζ(x, y, t) at 9.25 hours and 9.75 hours after the Japan 2011 earthquake, zoomed in
near Crescent city. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

v



www.manaraa.com

8.4 Japan 2011 earthquake source and DART buoys locations. The coordinates for
each DART buoys are: 1) gauge 21401, longitude −207.417, latitude 42.617;
2) gauge 21413, longitude −207.883, latitude 30.515; 3) gauge 21418, longitude
−211.306, latitude 38.711; 4) gauge 21419, longitude −204.264, latitude 44.455. . 123

8.5 Water surface elevation at 4 DART buoys. From top to bottom: gauge 21401,
gauge 21413, gauge 21418, gauge 21419. . . . . . . . . . . . . . . . . . . . . . . 126

8.6 Water surface elevation at gauge 2 (location: longitude−124.1840, latitude 41.7451)
near Crescent city. Time series from the MOST model are shifted by 6 minutes.
All other time series from numerical results are shifted by 6.5 minutes. . . . . . . . 127

8.7 Wall time (in seconds) of entire program on simulating the Japan 2011 tsunami,
for original CPU implementation running on machine 3 and machine 4, and the
current GPU implementation running on machine 1 and machine 2. . . . . . . . . 127

8.8 Surface displacement for the hypothetical Seattle Fault earthquake, with Bain-
bridge Island labelled BI. Eagle Harbor is just north of the fault on the east side of
the island. Red contours show uplift at levels 0.5, 1, 1.5, . . .meters, blue contours
show subsidence at levels −0.05, −0.1, . . . meters. . . . . . . . . . . . . . . . . 129

8.9 Computational domain and refinement regions for tsunami inundation triggered
by the Seattle fault. Red rectangle shows the region where level 2 refinement is
enforced. Blue rectangle shows the region where level 3 refinement is enforced.
White rectangle shows the region where level 4 refinement is enforced. . . . . . . 130

8.10 ζ(x, y, t) in Puget Sound after a tsunami triggered by Seattle fault rupture. . . . . 131
8.11 ζ(x, y, t) in Eagle Harbor of Bainbridge island after a tsunami triggered by Seattle

fault rupture. The solid line denotes location of the shoreline at initial. . . . . . . . 132
8.12 Water surface elevation at a gauge (location: longitude−122.5089, latitude 47.6222)

inside Eagle Harbor of Bainbridge island. . . . . . . . . . . . . . . . . . . . . . . 133
8.13 Wall time (in seconds) of entire program on simulating the Seattle Fault tsunami,

for original CPU implementation running on machine 3 and machine 4, and the
current GPU implementation running on machine 1 and machine 2. . . . . . . . . 135

vi



www.manaraa.com

LIST OF TABLES

Table Number Page

3.1 OpenFOAM boundary conditions for the current numerical model . . . . . . . . . 23

5.1 Some references for different modules in the GeoClaw code. . . . . . . . . . . . . 89

8.1 Total number of cell updates and total number of the time steps taken on each AMR
level for the simulation of Japan 2011 tsunami. . . . . . . . . . . . . . . . . . . . 124

8.2 The three metrics measured from simulating the Japan 2011 tsunami on machine 1
and machine 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

8.3 Total number of cell updates and total number of the time steps taken on each AMR
level for the simulation of a tsunami triggered by Seattle fault rupture. . . . . . . . 134

8.4 The three metrics measured from execution of the code on machine 1 and machine
2, simulating the Seattle Fault tsunami. . . . . . . . . . . . . . . . . . . . . . . . 134

vii



www.manaraa.com

ACKNOWLEDGMENTS

I would like express my gratitude to all of the people who have made this thesis possible.

First I would like to thank my advisors, Michael Motley, Randy LeVeque and Frank Gonzalez, for

their continuous guidance in the past five years. They all have been extremely patient with not

only the difficulties I ran into during my research, but also the difficulties I had as an international

student and as a non-native English speaker. Michael has been very flexible with what I would

like to explore and has provided many research ideas. Randy has always been incredibly helpful,

encouraging and supportive. Without Randy, many of the research ideas I would like to study

would not be possible.

I also would like to thank many professors and researchers I have met throughout the years

who have influenced my mind, my character and my career decisions. Thank you to professors

Antonino Ferrante and professors Duane Storti who not only served as my committee members

but also taught me in classes that form the fundamental of my researches. I would like to thank

Dr. Weiqun Zhang and Dr. Ann S. Almgren who were my mentors during an internship at the

Berkeley Lab. This experience and discussion with them have inspired many research ideas and

have influenced many of the works in the dissertation. I also would like to thank Dr. Yong Wei and

Dr. Diego Arcas from National Oceanic and Atmospheric Administration (NOAA) for discussion

of research ideas and their advices on my career. Professor Loyce Adams has always made me feel

at home with her excellent cooking skills. I also would like to thank you for all the delicious food

that I would not have had the chance to taste without you.

Finally, I would like to thank my family and all of my peers. Thank you to my father and

mother for constant support and love. I am extremely grateful for your patience and for all you

have done in bringing me to be the person I am today. Thank you to my colleagues and friends

viii



www.manaraa.com

at the University of Washington, Molly Grear, Han-Gyu Kim, Donsub Rim, Andrew O. Winter,

Tianye (Andrew) Yang, for your help and companion throughout the graduate program.

ix



www.manaraa.com

DEDICATION

to my father and mother

x



www.manaraa.com

1

Chapter 1

INTRODUCTION

In the last two decades, tsunami hazards across the Pacific Ocean have resulted in hundreds

of thousands of fatalities and significant infrastructure damages. The 2004 Indonesia tsunami

impacted more than 10 countries and killed about 230,000 people [Imamura et al., 2007]. The 2011

Tohoku earthquake tsunami moved inland more than 5 km in some locations and had a maximum

inundation height of 19.5 m, ultimately causing 15,641 fatalities and 5,007 missing people [Mori

et al., 2011]. More recently, the Sulawesi tsunami and Sunda Strait tsunami hit Indonesia at the

end of 2018 within two months. The Sulawesi tsunami generated waves that stood as tall as 18

feet, causing severe casualties and damages (about 2,000 dead, 4,000 injured and 1,000 missing)

[Wei-Haas, 2018] while the Sunda Strait tsunami killed 437 and injured 14,059 [Plus, 2018].

In the western United States, the United States Geological Survey has identified major tsunami

hazards for the states of Alaska, California, Hawaii, Oregon, and Washington. In Washington State,

all marine shorelines are vulnerable to tsunamis. Geologic evidence has been found on the Pacific

coast and in the Strait of Juan de Fuca and Puget Sound, indicating future tsunamis are inevitable.

The Cascadia Subduction Zone (CSZ) fault that runs from northern California to Vancouver Island

is known to have experienced roughly 20 Magnitude 9 earthquakes and numerous Magnitude 8–

8.5 earthquakes in the past 10,000 years, which can trigger devastating tsunamis [Atwater et al.,

2016, Goldfinger et al., 2012, Leonard et al., 2010]. It is reported that the region could have an

earthquake of magnitude 8 or greater in the next 50 years with a probability of 10-14% [Petersen

et al., 2002].

Development of efficient, accurate and robust tsunami models that are able to simulate the

entire tsunami process plays a key role in tsunami hazards mitigation. These models can be used

for
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1. a tsunami early warning system

2. design of buildings and other structures in a tsunami-prone area

3. Probabilistic Tsunami Hazard Assessment (PTHA).

Tsunami early warnings for the Pacific Northwest are issued by the National Tsunami Warning

Center in Palmer, AK, operated by NOAA. The warning system currently relies on a combination

of seismic information used to estimate the location and magnitude of the earthquake, and sea

surface elevation data measured by DART (Deep-ocean Assessment and Reporting of Tsunami)

buoys at a sparse set of locations in the deep ocean [for Tsunami Research, Titov et al., 2005].

These data are used in real time to perform source inversion to estimate the tsunami source and to

compute sea floor deformation, which can be taken as input to a tsunami model that simulates the

tsunami propagation and inundation. Once the simulation is done, the simulation results provide

arrival time and severity of potential tsunami hazards at locations of interest. Such an early warning

system works well for providing real-time tsunami warnings in the Pacific Northwest for far-field

tsunamis, such as those originating in Japan, Alaska, or Chile for example, which often take hours

to hit the West coast of the United States. As a key component of such an early warning system,

a tsunami model should run as fast as possible, which can give earlier warning and more response

time to emergency managers, citizens, and first responders in coastal regions.

Depending on the distance from a tsunami source (e.g., an undersea earthquake that triggers

a tsunami) to the coast, an early warning system might not be able to send out tsunami warnings

early enough, or waves can arrive before people can evacuate away from the inundation zone

even if they are warned immediately. For these reasons, many coastal communities are building

vertical evacuation structures that provide a safe evacuation place within inundation zones. These

structures must be designed to withstand the significant fluid forces that a tsunami will impose on

them. Other critical structures such as hospitals or fire stations also must be designed to survive

these events. Accurate predictions of the inundation depth and flow speed around these buildings,

and of the corresponding fluid forces on them, are necessary for the design and construction of
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these buildings and structures. The latest version of ASCE 7-16 in the United States has a chapter

for tsunami loads and effect for coastal structures. The provision requires site-specific inundation

modeling and analysis be performed for all vertical evacuation structures. One of such examples is

the design of the first vertical evacuation structure in the United States [Ash, 2015], the site-specific

inundation analysis of which was conducted by González et al. [2013].

Geist and Parsons [2006] first adapted the 1968 Cornell Probabilistic Seismic Hazard Analysis

(PSHA) methodology [Cornell, 1968] to PTHA in 2006. The study takes into account the uncer-

tainties in tsunami hazards assessment and produces hazard curves and/or hazard maps for regions

of interest. The hazard curve at a point shows a quantity of interest (e.g., the maximum depth of

flooding) on the horizontal axis and the probability of exceeding that value on the vertical axis.

The hazard map shows a quantity of interest at each point in regions of interest for a fixed prob-

ability. Another variance of hazard map shows the probability of a quantity of interest exceeding

a fixed threshold at each point in regions of interest. To construct such hazard curves and haz-

ard maps, suites of possible earthquake scenarios for a given region developed by geological and

seismological experts are used as inputs to tsunami models. The tsunami models then produce a

set of quantities of interest at the study region for different earthquake scenarios, which are used

to construct the hazard curves and hazard maps. The efficiency of tsunami models is critical in

PTHA because a faster tsunami model allows more simulations in a fixed time budget and thus can

construct higher-fidelity hazard curves and hazard maps.

This dissertation contributes to multiple aspects of the study of tsunami models described above

and is divided into two parts. Part I of the dissertation presents and compares a three-dimensional

(3D) and a two-dimensional (2D) tsunami inundation models, with comparison to experimental

measurements from a wave tank experiment of a tsunami impacting a 1:50 scale model of an ideal-

ized community, representative of Seaside, Oregon [Park et al., 2013]. The explicitly represented

constructed environment adds complexity and challenge to the problem. In particular, the 3D

model is built with OpenFOAM, an open-source Computational Fluid Dynamics (CFD) package

that can solve Reynolds Averaged Navier-Stokes (RANS) equation, while the 2D model is based

on GeoClaw, an open-source code that solves the nonlinear shallow water equations. Flow param-
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eters – water level, velocity, and momentum flux – at several locations among the buildings are

validated against experimental data. The agreement in these quantities between numerical results

and experiment measurements are good, except for peak value of velocity and momentum flux.

This part is primarily based on three published papers, Qin et al. [2018c,b, 2017].

Chapter 3 describes the setup and results from the 3D model. The entire wave basin can not be

modeled as a whole by the 3D model due to limitation in computational resources. Instead, it is

modeled by using subsections with proper width without loss of accuracy in areas of interest. The

discrepancies in the peak value of velocity are analyzed in detail to reveal the potential problematic

assumption in the approach to measuring peak velocity in the experiment. It is found that the optical

method used in the experiment to predict the peak velocities might underestimate the peak velocity

because it assumes the velocity of the leading edge of the bore corresponds to the maximum flow

speed, which is shown to be problematic by the numerical results. This underestimation in peak

velocity can cause large underestimation in forces as the later is usually in proportion to the square

of velocity.

Chapter 3 further discusses how we can predict fluid forces on coastal structures from numerical

results. The direct approach can do so by integrating pressure and shear stress on their walls while

the indirect approach is based on the definition of the drag coefficient and uses flow parameters

from the numerical results to extrapolate fluid forces on coastal structures. The amplitude and

direction of local forces on structures and influence of constructed environments on these forces

are also shown.

In chapter 4, a 2D model based on GeoClaw for the same wave tank experiment is developed.

Flow parameters at the same locations are measured from the 2D numerical simulation for com-

parison with those from the previous 3D model. The predicted flow parameters from the 2D model

agree well with experimental measurements in the time region after the initial impact of the flow

on structures at most gauges. Near the initial-impact time region, the 2D GeoClaw model has more

difficulty in predicting the flow parameters due to transient characteristic of the flow. Although the

3D OpenFOAM model can do better in capturing these turbulent flows, it does so at an expense of

much more computational resources. The 2D GeoClaw model requires much less computational
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resources, can run much faster and can model the entire wave basin as a whole at the same time.

The same approach based on the drag coefficient is used to extrapolate prediction of forces from

the 2D numerical results since the 2D model can not produce the pressure field that is required by

the direct approach. The limitation of this approach is discussed and its outcome for the 2D model

is compared against the 3D model results. Trade-offs between the two models due to their different

levels of accuracy and required computational resources are thoroughly discussed in this chapter.

The remainder of the dissertation (part II) presents a GPU-accelerated version of the open

source GeoClaw code used in the first part of the dissertation and is primarily based on two pub-

lished papers, Qin et al. [2018a, 2019]. The source code developed in the study is publicly available

on Github at https://github.com/xinshengqin/geoclaw/tree/geo_gpu_paper

and on Zenodo at https://doi.org/10.5281/zenodo.2727368. It is also being freely

incorporated into the Clawpack package [Clawpack Development Team] and is described on www.

clawpack.org/gpu.html.

The CPU version of GeoClaw is parallelized with OpenMP on multicore shared memory ma-

chines, and this part of the dissertation describes how this has been extended to use CUDA-based

GPU acceleration [Nickolls et al., 2008] on such a machine. Due to the use of adaptive mesh re-

finement (AMR) in GeoClaw, many realistic modeling problems can be solved on such hardware

without the need for distributed memory parallelization. The GPU acceleration allows an addi-

tional increase in speed that may be particularly useful for PTHA applications and early warning

systems.

Chapter 5 gives motivation and related work for the study described in part II. In particular,

multiple variants of the AMR algorithm and relevant literatures are briefly summarized. The pre-

vious works that are relevant to either AMR or GPU-accelerated solvers on regular uniform grids

are discussed. They highlight the challenges and significance in combining AMR and GPU accel-

eration, which is the primary goal of this part.

Chapter 6 summarizes the relevant numerical methods and the AMR algorithm implemented in

GeoClaw to the extent needed to explain the GPU implementation, which is described in chapter

7.

https://github.com/xinshengqin/geoclaw/tree/geo_gpu_paper
https://doi.org/10.5281/zenodo.2727368
www.clawpack.org/gpu.html
www.clawpack.org/gpu.html
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In chapter 7, details of the philosophy behind the GPU code design and key implementations

are presented. In particular, a hybrid CPU/GPU approach is used to utilize the computational

resource from both the CPU and the GPU. A custom memory pool is used to reduce the overhead

of frequent memory operations. The chapter then introduces the CUDA programming model and

describes the CUDA kernel developed for advancing solutions on the computational grids.

Chapter 8 describes the benchmark experiments conducted to evaluate the performance of the

GPU implementation. First, the hardware used for the experiments is introduced and some metrics

are proposed to facilitate performance evaluation. Two realistic tsunami modeling problems from

recent validation studies are then simulated by the GPU-accelerated GeoClaw. The first problem

uses AMR to model waves propagating across the ocean from the 2011 Japan Tohoku tsunami,

along with fine grid modeling around the tide gauge at Crescent City, CA in the United States.

The second problem is a local tsunami triggered by the Seattle Fault, with AMR used to focus

on inundation in a coastal region very close to the fault, so the finest grid levels are activated

immediately. With the GPU, the entire tsunami model runs 3.6 to 6.4 times faster than an original

CPU-based GeoClaw tsunami model for the two benchmark problems. In particular, the Japan

2011 Tohoku tsunami can be fully simulated for 13 hours in under 3.5 minutes wall-clock time,

using a single Nvidia TITAN X GPU. This work can also benefit the numerical modeling of other

hazards such as storm surge (e.g. Mandli and Dawson [2014]) and dam failures (e.g. George

[2011]) which can also be modeled with GeoClaw.
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Part I

THREE-DIMENSIONAL AND TWO-DIMENSIONAL TSUNAMI
INUNDATION MODELS
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Chapter 2

PREVIOUS WORK ON TSUNAMI MODELS

For many years, researchers have been working on different numerical models with the focus on

different phases that are of very different scales (from thousands of kilometers to tens of meters),

including tsunami generation from the source [e.g., Nosov, 2014, Okada, 1985], long-distance

(transoceanic) propagation [e.g., George, 2006, Choi et al., 2003, Titov and Gonzalez, 1997], local

inundation in coastal regions [e.g., Park et al., 2013, Qin et al., 2017, 2018b] and the interaction

of water waves with coastal structures [e.g., Motley et al., 2015, Qin et al., 2018c, Winter et al.,

2017]. Some tsunami models use separate sub-models for different phases of tsunamis, while some

integrate the modeling of multiple phases into a single simulation [e.g., Zhang and Baptista, 2008,

Macı́as et al., 2016], facing the computational challenges induced by very different scales in the

problem.

2.1 Tsunami Propagation and Runup on Bare Earth

Earlier study on tsunami modeling has largely focused on tsunami wave propagation, and on max-

imum runup heights or the free surface elevations on simple coastal topographies or bare earth

without modeling the complex flow in constructed environments. Among these, there are several

prevailing benchmark studies. Synolakis [1987] proposed an approximate theory for runup of non-

breaking solitary waves on plane beaches and provided physical experimental data to validate his

theory. Kânoğlu and Synolakis [1998] studied the evolution of long-wave runup on compound

sloped beaches. The analytical methods they developed were able to predict tsunami runup and

rundown processes and the maximum runup heights, which agreed well with both numerical and

experimental results. Briggs et al. [1995] conducted a set of laboratory experiments to study three-

dimensional (3D) tsunami wave runup on conical island and provided time histories of free-surface
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elevation and runup histories. Titov and Synolakis [1998] presented a numerical model to solve

the 2 + 1 nonlinear shallow water equations without friction factors or artificial viscosity, and it

was proved to be able to predict wave runup and overland flow. Carrier et al. [2003] presented

an analytical-numerical hybrid method to compute tsunami runup and rundown on a simple beach

with uniform slope based on fully nonlinear shallow-water wave theory and also discussed the

occurrence of maximum velocity and momentum flux under different initial conditions.

In the past decades, many other models have been developed for these tsunami phases. These

tsunami models can be categorized into two-dimensional (2D) models and three-dimensional mod-

els. Due to large differences in scale for different phases of a tsunami, many tsunami models solve

2D depth-integrated equations, e.g., the nonlinear shallow water equations (NSWE) or Boussinesq-

type wave equations, often with computational grids that vary in spatial resolution from the order

of several kilometers in the ocean to the order of several meters near the coast. Some 2D models

can be used in the near-shore and inundation zone, since they can handle non-linearity that arises

in very shallow water and can be adapted to deal robustly with wetting and drying. However, it

is not clear whether these models are adequate to properly resolve 3D turbulent flow in a smaller

scale, particularly in the scale necessary to determine tsunami impact and corresponding tsunami-

induced forces on individual structures. The 3D models are often based on the 3D Navier-Stokes

equations with a turbulence model. However, it is extremely expensive to solve the Navier-Stokes

equations in this scale compared to 2D models, and is only practical for detailed simulations over

small spatial regions.

Among these tsunami models, the 2D models are the most widely used for their simplicity and

computational efficiency. Popinet [2012] simulated the 2011 Tohoku tsunami by solving the 2D

NSWE with dynamically-adapted spatial resolution that varied from 250 m in flooded areas near-

shore up to 250 km offshore. The model accurately predicted long-distance wave and coarse-scale

flooding; the initial surface elevation was determined from a source model based on seismic inver-

sion (as opposed to inversion of DART buoys and tidal gauge time series). This also showed that

an accurate and consistent model of tsunami wave propagation can sometimes be constructed using

only seismic wave inversion. Wei et al. [2013] used the Method of Splitting Tsunamis (MOST)
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model to model the same tsunami event. The MOST model solves the shallow water equations in

spherical coordinates with numerical dispersion. Their results demonstrated that it may be possible

to forecast near-field tsunami inundation in real time. The GeoClaw software [Berger et al., 2011,

LeVeque et al., 2011] has been developed and used for the simulation of many tsunamis. It features

the adaptive mesh refinement algorithm to save computational cost and can solve the shallow water

equations on either regular Cartesian grids for local tsunamis or on spherical coordinates for global-

scale tsunamis [Arcos and LeVeque, 2015, MacInnes et al., 2013, Galanti et al., 2011, Adams and

LeVeque, 2017]. Hu et al. [2000] presented an NSWE model that can simulate storm waves prop-

agating in the coastal surf zone and overtopping a sea wall. They found that waves overtopping

a vertical wall may be approximately modeled by representing the wall as a steep slope, and that

the overtopping rate was sensitive to the bottom friction and the minimum friction depth. The 2D

NSWE model of wave run-up and overtopping by Hubbard and Dodd [2002] featured an adaptive

mesh refinement algorithm. Their model can accurately reproduce one-dimensional and 2D wave

transformation, run-up and overtopping in physical experiments. Their modeling of seawall over-

topping by off-normal incident waves showed that there could be more flooding in such a situation

than at normal incidence. Lynett [2007] simulated long wave runup obstructed by an obstacle and

concluded that the obstacle could help reduce runup and maximum overland velocity if the wave

is highly nonlinear (with a ratio of wave height to shelf water depth ≥ 0.5). The sensitivity study

also showed that in cases of breaking waves, the Boussinesq model was more accurate than the

nonlinear shallow water equations in terms of wave runup (maximum differences up to 10%). For

nonbreaking long waves, differences between the two were negligible. Shi et al. [2012] developed

a high-order adaptive time-stepping TVD solver for a fully nonlinear Boussinesq model and val-

idated it against a series of laboratory experiments for wave shoaling and breaking and a suite of

benchmark tests for wave runup. The results showed that the model was able to accurately model

wave shoaling, breaking, and wave-induced near-shore circulation. With a Boussinesq model,

Lynett et al. [2010] simulated overtopping of levees of the Mississippi River-Gulf Outlet (MRGO)

during Hurricane Katrina at four several characteristic transects along the 20 km-long stretch of

the levees. The predicted overtopping rates agreed well with the observed data.
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As computing power increases, it becomes possible to model the tsunami runup process by

solving the 3D Navier-Stokes equations with a proper turbulence closure. Choi et al. [2007] solved

the 3D Reynolds Averaged Navier-Stokes (RANS) equations to simulate wave runup on an conical

island and compared different turbulence closure models including k−ε , RNG (Re-Normalisation

Group methods, Yakhot et al. [1992]) k−ε and LES (Large Eddy Simulation). Their results showed

that LES and RNG k − ε are similar and more accurate than k − ε. Williams and Fuhrman [2016]

solved incompressible RANS equations with a transitional variant of the standard two-equation

k − ω turbulence closure to study boundary layer flow induced by tsunami-scale waves. Their

results indicated that the boundary layer generated by a tsunami is both current-like due to the long

duration and wave-like due to its unsteadiness. The study also indicated that an existing expression

for the maximum bed shear stress under the wind wave scale can be reasonably extrapolated to

full tsunami scale. Mayer and Madsen [2001] investigated wave breaking in the surf zone by

solving the RANS equations with a k − ω turbulence model. They found that the volume-of-fluid

method could be used successfully to simulate wave breaking and that although some instabilities

occurred in applying the RANS equations, they could be eliminated by an ad-hoc modification of

the turbulence model.

2.2 Tsunami Inundation in Constructed Environments

While the studies above provide valuable information, to understand tsunami risk for coastal com-

munities, the study of tsunami wave runup and rundown on simple topography or bare earth is

insufficient. It is shown by some field surveys that near-shore structures like seawalls and build-

ings have a significant influence on hydrodynamics of the tsunami event and can reduce tsunami

damage [Darlymple and Kriebel, 2005, Tomita et al., 2006, Yeh et al., 2013]. Beyond the field

surveys, some experimental and numerical studies have been conducted to model such interactions

between tsunami inundation and onshore structures. Lynett [2007] numerically studied how shal-

low shelf obstacles affect the nonlinear long wave runup. Their 2D model was applicable only to

near shore regions with simple topography like those characterized by long and continuous reefs

or breakwaters. But 3D effects due to alongshore breaks, as observed in tsunami field studies [e.g.
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Liu et al., 2005], can lead to significantly increased runup and flow velocities. Tomita and Honda

[2007] also built a numerical model with such macro-roughness onshore to investigate inundation,

which agreed well with observations in Galle city, Sri Lanka from the 2004 Indian Ocean tsunami.

More recently, researchers conducted a series of studies on tsunami inundation in constructed en-

vironments, both experimentally and numerically: a single tsunami long wave propagated onto a

compound sloped beach, upon which a 1/50 scale model of a coastal town with nearly 100 houses

and buildings was constructed. Surface elevation, velocity and momentum flux around those struc-

tures and the effects of constructed environments on flow through the community were measured

and discussed [Cox et al., 2008, Rueben et al., 2011, Shin et al., 2012, Park et al., 2013].

From the numerical modeling perspective, inclusion of constructed environments makes mod-

eling the process more challenging for both 2D models and 3D models. The 2D models are good

for inundation on bare earth but inclusion of the explicitly represented constructed environments

increases the complexity of the topography and the flows become more 3D with large variation

in vertical direction and with transient and turbulent flow impacting the structure. Ozer Sozdinler

et al. [2015] used the numerical code NAMI DANCE to investigate tsunami inundation hydrody-

namic parameters in inundation zones with idealized structures – three rows of 20 blocks represent-

ing three-story concrete buildings. The code solved the NSWE using a finite-difference technique

in a staggered leapfrog scheme. The effect of wave period, wave shape, protection structures, build-

ing layout and Manning’s friction coefficient were discussed. Some major conclusions included

that the coastal protection structures like seawalls and breakwaters had very limited effect if the

waves are able to overtop them and that it was preferable to use different Manning’s coefficients

for the sea, land and buildings if more accurate values of hydrodynamic parameters are needed, but

at the expense of more computational time. Similar conclusions on the Manning’s coefficient were

presented by Park et al. [2013]. They simulated tsunami inundation in part of Seaside, Oregon and

compared flow parameters with their physical experiment. The comparison showed that the flow

parameters were sensitive to the friction coefficient, especially for the momentum flux, which is

proportional to tsunami loads on structures. For instance, decreasing the friction coefficient by a

factor of 10 increased the predicted momentum flux by 208%. Muhari et al. [2011] compared three
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different tsunami inundation models for evaluating tsunami impact on coastal communities: 1) a

Constant Roughness Model (CRM) which uses a constant friction coefficient, does not include

constructed environments and assumes that all buildings are not able to withstand the tsunami;

2) a Topographic Model (TM) which includes constructed environments by incorporating build-

ing shape and height information into the topography; 3) an Equivalent Roughness Model (ERM)

which represents the building by using a different equivalent friction coefficient at the site of a

building on the original topography (with only terrain information but not building height). Both

the TM model and the ERM model gave more reliable prediction than the CRM model did, which

confirmed the importance of taking constructed environments into consideration.

For 3D models that solve the Navier-Stokes equations, fine mesh needs to be generated around

each individual structure, which dramatically increases number of cells in the computational do-

main and thus computational cost. Shin et al. [2012] applied a two-phase 3D LES (Large Eddy

Simulation) model to simulate inland tsunami inundation in a coastal city with hundreds of build-

ings and compared the prediction with experimental measurements. However, a fairly coarse mesh

was used on land and each building had only 3 to 5 mesh cells along its edge in the along-shore

or cross-shore direction, so that the resulting agreement in flooding depth can only be considered

qualitative.

Being able to predict potential damage to coastal communities is also necessary, and structures

that are expected to play indispensable roles in vertical evacuation and recovery efforts need to

be designed with these considerations. Ramsden [1993] conducted experimental studies on the

slamming force (also called surging force, caused by fluid initially impacting an object) on a wall

due to bores, dry-bed surges and steep solitary waves. He found that such forces were determined

by the slope of front profile of bore. For a steep front, the drag coefficient to evaluate force could

increase from approximately 2.0, which is the suggested value for a square shaped column, to

around 3.0. Yeh [2006, 2007] provided a detailed review of tsunami forces on coastal structures

and evaluated tsunami forces on objects in a wave runup zone by multiplying momentum flux with

a drag coefficient. They also provided a maximum tsunami force distribution in a runup zone by

forming an envelope of the momentum flux obtained from existing analytical and numerical solu-
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tions. Such a formula for computing hydrodynamic forces is for steady flows; runup and rundown

flows in the study was assumed to be quasi-steady. A limitation of their study was that it assumed

a one-dimensional flow field with no lateral variation, a uniformly sloping beach and inviscid fluid.

Xiao and Huang [2008] simulated the impact of a solitary wave on a beachfront house located at

different elevations on a plane beach and found that with every increase of elevation of the house

by 1/4 of maximum vertical runup height of the tsunami wave, the maximum force and moment

on the house were reduced to approximately half of the value at the previous elevation. Lindt et al.

[2009] measured tsunami forces on a 1/6 scale model of wood residential building in a laboratory

test and studied how some common design features affect the measured forces. They found that

tsunami wave loading may produce an uplift load on raised structures (water was allowed to go

underneath them). These uplift forces could be reduced due to the weight of water if windows are

open or broken such that water can enter the building.
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Chapter 3

THE THREE-DIMENSIONAL SEASIDE MODEL

Recent research on tsunami inundation of coastal communities has largely focused on numeri-

cal modeling of tsunami runup on one-dimensional slopes or two-dimensional (2D) topographies

with more complex shorelines. The coastal bathymetry that are generally applied are based on bare

earth topography. Few studies have simulated overland flow around existing macro-roughness fea-

tures such as near-shore buildings and bridges (also referred to as constructed environments or

built infrastructure). This is often due to both lack of available data and the fact that it can be com-

putationally demanding to incorporate these additional features. A consequence of omitting the

built infrastructure from models is that, to predict tsunami forces and corresponding structural de-

mand, extrapolations from overland flow data is necessary, and for densely populated communities

these flow predictions may not be appropriate. In this chapter, a high-resolution three-dimensional

(3D) computational fluid dynamics (CFD) approach is used to model tsunami inundation in a 1:50

model-scale, idealized community, representative of the town of Seaside, OR, USA, for which

existing experimental data is available [Park et al., 2013]. Several buildings were selected, and

flow characteristics—water level, velocity, and momentum flux—in the vicinity of these build-

ings were validated against experimental data. Several computational domains were analyzed and

it is shown that local flow characteristics can be captured using sub-domains of the community,

reducing computational demand. Force predictions using direct integration of predicted pressure

were compared with bare earth momentum flux calculations, and the importance of incorporating

constructed environments in force prediction models is discussed.
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3.1 Methodology

In this chapter, the open-source CFD package OpenFOAM (version 2.3.1) [The OpenFOAM Foun-

dation, 2014b], was used for all simulations. Specifically, the interFoam solver was applied to

model two immiscible, incompressible fluids (water and air in this case) with a free interface be-

tween them, using a volume-of-fluid (VOF) approach. In this method, a scalar field αwater is

defined to represent volume fraction of water in each cell. A cell with αwater = 1.0 indicates

that it is completely filled with water (ρ = 1000 kg/m3, ν = 1.0 × 10−6 m2/s) while a cell with

αwater = 0.0 indicates it is completely filled with air (ρ = 1.22 kg/m3, ν = 1.48 × 10−5 m2/s),

where ρ is the mass density of the fluid and ν is the kinematic viscosity. A cell with αwater be-

tween 0 and 1 marks a interface cell. A special transport equation is used to advance the αwater

field. To model the turbulence, Reynolds-averaged Navier Stokes (RANS) equations with Menter’s

k-ω-SST model [Menter and Esch, 2001] were solved by the interFoam solver.

The k-ω-SST model was chosen for this work because the k-ε model is suitable for fully tur-

bulent flow and non-separated flows and has the shortcoming of numerical stiffness in the viscous

sublayer, which can result in stability issues [Menter, 1993]. The k-ω-SST generally behaves bet-

ter in modeling partially separated flows, which is the case in the current Seaside model (flow

becomes separated after passing around the constructed environments), and has significant advan-

tages in numerical stability. In the Seaside model described later in this chapter, the k-ε model was

also applied but stability issues occurred.

The necessity of using a turbulence model was verified by modeling a similar but simpler case

where a bore initiated by a dam-break propagated along a channel and interacted with a free-

standing coastal structure downstream. Experimental results are available from Arnason [2005],

who performed such an experiment at the Charles W. Harris Hydraulics Laboratory at the Univer-

sity of Washington (UW), Seattle. In the experiment, a square column was placed in a 16.6 m long,

0.6m wide and 0.45 m deep wave tank, and aligned in parallel to the tank side walls (figure 3.1).

A thin gate separated water in the tank into two parts with different depths: 0.02 m deep on

the square column side and 0.25 m deep on the other side. When the gate was lifted to the top of
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the tank in 0.2 s by a 6.4-cm diameter pneumatic piston, a bore formed and propagated toward the

square column downstream. The square column with a 12 × 12 cm square-shaped cross section

was placed 5.2 m downstream from the gate. To measure hydrodynamic forces, the column was

supported from above and connected with a force sensor.

The 3D OpenFOAM model incorporated the column into the computational domain by simply

cutting off a block of mesh of the same shape from the computational domain. The mesh was

coarse far from the column (1 cm by 1 cm by 0.5 cm in the x, y, z directions where the z is the

vertical direction) and was refined gradually to 0.125 cm by 0.125 cm by 0.0625 cm in the x, y, z

directions near the column surface. These distances are evaluated to be 70, 70 and 35 respectively

in terms of dimensionless wall distance defined as y+ = yu∗

ν
where y is the distance, u∗ is the

friction velocity, and ν is the kinematic fluid viscosity. The mesh was finer in the z directions to

better capture the water surface. Forces on the column were obtained by integrating pressure and

shear forces from fluid on the surface of the column.

Water levels at the center of footprint of the column (column are removed) were compared with

available experimental data . Streamwise forces on the column were also compared with the ex-

perimental data. Figure 3.2 shows the comparison between cases with and without the turbulence

model. It reveals that the turbulence model can improve the accuracy of the prediction: the oscil-

lation in predicted water level and the overestimation in the peak force were eliminated by using a

turbulence model that damps out some of the flow features by including the eddy viscosity.

Assuming incompressible flow, the corresponding RANS equations can be written as:

∂ui
∂xi

= 0 (3.1)

ρ
∂ui
∂t

+ ρuj
∂ui
∂xj

= − ∂p

∂xi
+ µ

∂2ui
∂xj∂xj

−
∂ρu′iu

′
j

∂xj
(3.2)

where ui is the mean velocity in the i direction, ui′ is the fluctuating component of velocity in

the i direction and p is the mean pressure. If ui is the velocity component in the i direction, then
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Figure 3.1: Schematic of the experimental setup for the interaction between bore and square col-

umn. The top figure shows a plan view, and the bottom figure shows a cross section through the

center of the column, illustrating also the bore.
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(a) Water level (b) Streamwise forces

Figure 3.2: Comparison between cases with and without a turbulence model

ui = ui + ui
′. The Reynolds Stress term in equation (3.2) is computed with:

−ρu′iu′j = νtρ

[
∂ui
∂xj

+
∂uj
∂xi

]
− 2

3
kρδij (3.3)

where k is the turbulence kinetic energy and νt is the turbulence eddy viscosity. To close the

equations above, Menter’s k-ω-SST model [Menter and Esch, 2001] was applied to solve for k and

the specific dissipation rate, ω:

∂k

∂t
+∇ · (Uk) = G̃− β∗kω +∇ · [(ν + αkνt)∇k] (3.4)

∂ω

∂t
+∇ · (Uω) = γS2 − βω2 +∇ · [(ν + αωνt)∇ω] + (1− F1)CDkω (3.5)

where G̃ is defined as G̃ = min {G, c1β∗kω}, where G is the production term and defined as:

G = νtS
2 (3.6)
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and S is invariant measure of the strain rate which is defined by:

S =
√

2SijSij (3.7)

and Sij is strain rate tensor defined by Sij = 1
2

(
∇U + UT

)
. F1 is a blending function defined by:

F1 = tanh


{

min

[
max

( √
k

β∗ωy
,
500ν

y2ω

)
,

4αω2k

CD∗kωy
2

]}4
 (3.8)

where CD∗kω is defined by:

CD∗kω = max
(
CDkω, 10−10

)
(3.9)

and CDkω is defined by:

CDkω = 2σω2∇k ·
∇ω
ω

(3.10)

After solving equations (3.4) and (3.5), νt can be calculated by:

νt =
a1k

max (a1ω, SF2)
(3.11)

where F2 is a second blending function defined as:

F2 = tanh


[

max

(
2
√
k

β∗ωy
,
500ν

y2ω

)]2 (3.12)

All other constants are computed using a blend from the corresponding constants associated

with the k-ε and k-ω models via blending functions like φ = φ1F1 + φ2 (1− F1). Values for

these constants are: αk1 = 0.85013, αk2 = 1.0, αω1 = 0.5, αω2 = 0.85616, β1 = 0.075, β2 =

0.0828, γ1 = 0.5532, γ2 = 0.4403, β∗ = 0.09, a1 = 0.31, c1 = 10.0 [Menter et al., 2003].

It should be noted that the stability analysis of Mayer and Madsen [2001] showed that, for spa-

tially large scale and low strain deformation fields, excessive unphysical production of turbulence

could occur in waves if standard turbulence production terms are used. However, the rate of ex-

cessive unphysical production of turbulence in waves is slow. In their paper, a case with periodic

cnoidal waves was tested and the turbulence did not get overestimated even after seven wave peri-

ods. In this study, the incoming wave can be treated as having only one wave period, which is not

long enough for the turbulence to grow up to an unphysical state.
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A force vector, F, on an internal structural face is computed by summing forces from pressure,

Fp, and from viscous stress , Fv.

F = Fp + Fv (3.13)

Fp and Fv are calculated respectively by:

Fp =
∑
i

(−piAini) (3.14)

Fv =
∑
i

{(τi · ni)Ai} (3.15)

where i denotes index of cell faces on the patch on which forces needed to be evaluated, pi is

total pressure on face i, Ai is area of face i, ni is a unit normal vector of face i pointing into

the computational domain and τi is viscous stress tensor at face i which can be expressed by

τi =
{
ρ (ν + νt)

[
∇U +∇UT

]}
on face i. For the forces presented herein, viscous forces are

essentially negligible relative to the pressure forces.

Table 3.1 lists boundary conditions for each boundary in the numerical wave basin, which was

developed to reproduce the physical experiment described in detail in Section 3.2. It is 48.8 m

long and 2.1 m deep but narrower in width since only subsections of the experimental basin were

modeled. Its bottom, side walls, two end walls and surfaces of internal structures were grouped as

Walls in the table; upper boundary was named Atmosphere in the table. A zeroGradient boundary

condition specifies that the normal gradient of a certain field quantity on a boundary face is zero:
∂φ
∂n

= 0 where φ is the quantity on the boundary (the same for all φ hereafter in this section) and n

is a unit normal vector of the wall. For an inletOutlet boundary condition, a zeroGradient boundary

condition is used for outflow (when the velocity vector next to the boundary points outside). For

inflow (when the velocity vector aims inside), it switches to a fixedValue boundary condition: φ = c

where c is a constant value specified by the user. For αwater, this constant value is set to 0 since

inflow on upper boundary should not consist of any watet. For the velocity boundary conditions,

the fixedValue condition for the velocity field allows for implementation of a no-slip condition

on all physical walls of the basin and internal structures by defining the velocity field on those
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faces to be zero uniformly at any location along the boundary. The pressureInletOutletVelocity

condition on the top of the domain is a zeroGradient boundary condition at all times except that the

tangential component of the velocity can be set to fixedValue for inflow. In this case, this tangential

component is set to 0, which makes this pressureInletOutletVelocity essentially a zeroGradient

boundary condition. For the Walls and the internal structures, prgh (pressure subtracted by static

pressure ρgh where ρ is the water density, g is the gravitational acceleration and h is relative depth

under initial free surface) was defined such that there is zero flux using the fixedFluxPressure

boundary condition (on a solid wall, this essentially turns to zeroGradient), while the Atmosphere

was defined with a uniform reference pressure p0 using the totalPressure boundary condition:

prgh =

p0 , for outflow

p0 − 1
2
|U|2 , for inflow

(3.16)

Internally, initial values for αwater were defined within every cell to specify whether the cell con-

tains water or air, while U and prgh were zero because the flow was initially at rest.

Near the solid wall boundary, wall functions are applied, which allows evaluating the values of

the turbulent quantities as functions of distance from the boundary. The size of the first layer of

cells to the wall is chosen such that their centers are located in the log-law region of the boundary

layer and corresponding wall functions can be applied. A kqRWallFunction boundary condition

specifies ∂k
∂n

= 0 for k on a wall boundary where n is a unit normal vector of that wall. An

omegaWallFunction boundary condition provides a wall function for the turbulence specific dissi-

pation ω. It is computed with:

ω =
√
ω2
vis + ω2

log (3.17)

where ωvis is value of ω in viscous region and ωlog is value of ω in logarithmic region [Menter

and Esch, 2001]. A nutUSpaldingWallFunction boundary condition is a boundary condition for νt

when wall functions are used for rough walls. It uses Spalding’s law [Spalding, 1961] to compute

a continuous νt profile to the wall. Spalding’s law is essentially a unified law of the wall which can

fit the viscous sublayer, buffer layer and the logarithmic region in a boundary layer:

y+ = u+ +
1

E

[
eκu

+ − 1− κu+ − 0.5(κu+)2 − 1

6
(κu+)3

]
(3.18)
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Table 3.1: OpenFOAM boundary conditions for the current numerical model

Field All walls and floor Atmosphere

Air/water phase indicator, αwater zeroGradient inletOutlet

Velocity, U fixedValue pressureInletOutletVelocity

Pressure without hydrostatic part, prgh fixedFluxPressure totalPressure

Turbulent kinetic energy, k kqRWallFunction inletOutlet

Specific dissipation rate, ω omegaWallFunction inletOutlet

Turbulence eddy viscosity, νt nutUSpaldingWallFunction zeroGradient

where κ = 0.42 and E = 0.91 are constants, y+ = yuτ
ν

, and u+ = u
uτ

. Here uτ =
√

τw
ρ

where ρ is

the fluid density and τw is the wall shear stress. Equation (3.18) can be used to compute the wall

shear stress with a iterative procedure and νt subsequently.

The initial condition is set such that the flow is still at the beginning. Thus the velocity is set to

zero in the whole domain. The seeding value for turbulence kinetic energy, k, is computed by

k =
1

2
(u′21 + u′22 + u′23 ) ≈ 1

2
u′21 (3.19)

with assumption of zero velocity fluctuation in the along-shore and vertical direction. The velocity

fluctuation u′1 is computed from I =
u′1
U

where I is turbulence intensity and U can be chosen as

wave celerity in this case, which is the same as Svendsen [1987] and Lin and Liu [1998]. The

initial turbulence intensity is chosen to be 1% in this simulation. We also assume that the tsunami

wave has propagated for a long distance with water depth unchanged before it enteres into the

computational domain. Thus the flow is assumed to be stationary at the inlet, which makes us use
√
k
l

for the specific dissipation rate, ω, where l is the turbulent length scale and is set to 7% of the

hydraulic diameter of the channel-like computational domain, according to Pope [2001].

To achieve numerical stability, a time step, δt, is automatically computed by the solver such
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that the Courant number (δt |U|/δx) is less than a user-defined maximum value of 10 in all cells,

where U is the velocity vector through the cell and δx is the size of the cell in the direction of the

velocity. In the version of OpenFOAM used in this dissertation (version 2.3.1) [The OpenFOAM

Foundation, 2014b], a new semi-implicit variant of the previously used multi-dimensional limiter

for explicit solution (MULES) [The OpenFOAM Foundation, 2014c] is introduced which first

computes a predictor step based on purely bounded implicit methods and after that, constructs an

explicit correction with MULES limiter applied. This implicit predictor step ensures boundedness

and stability at an arbitrarily large Courant number. Although the correction is updated and applied

frequently to ensure accuracy, the semi-implicit approach is overall substantially faster than the

explicit method in previous version of OpenFOAM [The OpenFOAM Foundation, 2014a] due to

the limit on Courant number. It has been shown that for large scale simulations like ship-keeping

simulations, this new method reduces run times significantly [Moctar et al., 2012].

Since the Courant number can be arbitrarily large while boundness and stability can be main-

tained in this version, several Courant number setups in OpenFOAM were tested in order to max-

imize the Courant number (and thus decrease computational time) while maintain accuracy. It is

found that maximum Courant numbers set to 10 increased computational time but did not pro-

duce a better result, while increasing the Courant number beyond 10 led to lower quality results.

Figure 3.4 shows results where the maximum allowed Courant number for interFoam is set to 10,

5, 2.5 and 1 respectively. Differences in water level between different cases are small, given the

uncertainties in this problem.

Figure 3.3 shows the actual mean Courant number and maximum Courant number during a

sample simulation for the Seaside model described later in this chapter. It shows that even with

“maximum courant number” set to 10 in OpenFOAM, the maximum Courant number can still

exceed that at some moments. These high Courant numbers occur in the smallest mesh cells. The

reason for this is explained at the end of section 3.2.1. In other much bigger mesh cells, the Courant

numbers are all much smaller. This can be verified by looking at the “mean Courant number”,

which is never larger than 0.04 during the simulation and indicates that the Courant numbers in

nearly all of the mesh cells are moderate.
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(a) Mean Courant Number (b) Maximum Courant Number

Figure 3.3: Mean and Maximum Courant Number in the case with “Maximum Courant Number”

set to 10
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(a) Gauge A1 (b) Gauge A3

(c) Gauge A6 (d) Gauge A7

Figure 3.4: Surface elevation at gauges A1, A3, A6 and A7 for cases with different maximum

Courant numbers
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3.2 Model Setups and Validation

The experiment on tsunami inundation through an urban waterfront that was used here to compare

to the predicted flow characteristics of the 3D model was conducted in the Tsunami Wave Basin

at the O.H. Hinsdale Wave Research Laboratory at Oregon State University. A 1:50 scale physical

model of part of the town of Seaside, Oregon, located on the U.S. Pacific Northwest coastline and

adjacent to the Cascadia Subduction Zone (CSZ), was constructed and a series of experiments were

conducted to measure flow velocities and the water levels at 31 locations within the model-scale

community. Full details of the experiment can be found in Park et al. [2013]. For completeness,

some of those details are presented here.

Figure 3.5: Top view and side view of the basin

The rectangular basin is 48.8 m long, 26.5 m wide and 2.1 m deep and was equipped with a
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segmented, piston-type wavemaker with a maximum stroke of 2.1 m and maximum velocity of 2.0

m/s Cox et al. [2008]. Figure 3.5 shows top view and side view of the basin, which has a 10 m

horizontal section starting from wavemaker, followed by an 8 m section at a 1:15 slope and after

that, a 15 m section at a 1:30 slope. Another flat horizontal section, 11 m in length, connects the

1:30 slope section to the back wall of the basin. The initial still water depth near the wavemaker is

0.97 m and decreases as it approaches the shoreline, where the still water line intersects with the

1:30 slope. All idealized buildings in the town were fixed on the upper horizontal section. In the

front of the town, there was a 0.04 m high (model scale) seawall (the hump showed in the right half

of figure 3.6) parallel to and 32 m away from the wave maker [Park et al., 2013].

Figure 3.6 and 3.7 show more details of the buildings onshore and the locations of the 31 gauges

where water level and flow velocity were measured in the experiment. The gauges are grouped

into 4 groups, group A, B, C and D in figure 3.7. Buildings are categorized into three types: large

commercial building (like hotels and hospitals) colored by blue, small commercial building colored

by red and residential structures colored by yellow. In this experiment, buildings in red and yellow

all have the same dimensions while those in blue do not. The right half of figure 3.6 actually shows

the geometry file in STL (STereoLithography) format used in the current 3D numerical model,

which is read by a mesh tool, snappyHexMesh, to generate meshes used by OpenFOAM. This

geometry file was built in a 3D modeling software after measuring dimensions and locations of the

structures from given point cloud data, which was directly recorded by scanning the surfaces of the

physical model in the laboratory. The geometry of all structures were put in one global coordinate

to ensure the correct relative locations.

To simulate tsunami impact, the piston motion was designed to provide, at the lower horizontal

section of the basin, an initial wave with a wave height of approximately 0.2 m, which is equivalent

to 10 m at prototype scale. This corresponds to a 500-year CSZ tsunami for this region [Tsunami

Pilot Study Working Group and others, 2006]. With identical incoming waves, multiple trials

were performed and data were measured during each trial. Due to stochastic characteristics in the

experiment, the measurements varied between individual trials and ensemble averaged values were

used to describe the result, details of which were presented in Park et al. [2013].
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Figure 3.6: Layout of all buildings and gauges in the experiment: blue, large hotels or commercial

buildings, red, smaller commercial buildings, yellow, residential structures.
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Figure 3.7: Layout of gauges and their names. The four overlapping rectangles indicate four

subsections used to get the numerical results at gauge group A, B, C and D. For clarity, only the

width of the domain in the vicinity of the onshore bathymetry is shown in the figure; however, the

numerical domain spans the 48.8 m from the wavemaker to the back wall of the basin.
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Using OpenFOAM, a 3D numerical model was developed to simulate the experiment. It was

built at the same scale as the experiment instead of the prototype scale to exclude scaling effects

so that a better comparison with the experimental data can be achieved. To generate numerical

tsunami waves, a numerical wave flume was previously developed in OpenFOAM [Motley et al.,

2014] and it was validated against available data from a few experiments. The numerical wave

flume simulated waves generated by a piston-type wave maker using a two-step process that took

advantage of the fact that the motion of the wave maker occurred over only a short period of time

and that the tank directly in front of the wave maker has a flat bottom and is free of obstructions.

First, a short extra chunk was added to the original domain ahead of the wave maker while the

wave maker was moving. This step was conducted using the wave maker as the reference frame,

eliminating the need for a moving mesh, and fluid was allowed to enter the domain at wave maker’s

speed at the end of the domain opposite to the wave maker. Since this was a non-inertial frame, a

time-varying acceleration vector field was also embedded into the solver. The second step began

when the wave maker stopped moving and the wave had passed the position of wave maker. All

field data in the domain from the first step was mapped to a new mesh of the basin or water tank

with the mapFields utility in OpenFOAM and the simulation could continue from there.

3.2.1 Selection of the Computational Domain and Mesh Resolution

One disadvantage of the 3D model is that it is much more computationally expensive compared

to a typical 2D model. The wave basin could not be modeled as a whole even with all available

computational resources for this study. Instead, the entire domain was divided into four subsections

to predict flow parameters at four groups of gauges. One question that follows is then how wide

the subsection needs to be in order to minimize the influence of numerical boundary on both sides

of the subsections, while keeping the required computational resources in a practical range.

To answer this question, two numerical domains with different widths were first constructed

and they were both chosen to include the gauges along Line A (See figure 3.8). For clarity, only

the width of the domain in the vicinity of the onshore bathymetry is shown in the figure; however,

the numerical domain spans the 48.8 m from the wavemaker to the back wall of the basin. The
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two domains that were modeled were 2.3 m and 5.0 m wide. The narrower case (2.3 m x 48.8 m)

required a computational mesh with approximately 25 million cells and took approximately 3 days

to compute on 4 dual 8-core 2-GHz Intel Xeon e5-2650 machines (64 total processors) in parallel.

The wider case (5.0 m x 48.8 m) required a computational mesh with approximately 60 million

cells and took 9-10 days on the same machines.

Figure 3.8: Computational domain for the narrower case and the wider case For clarity, only the

width of the domain in the vicinity of the onshore bathymetry is shown in the figure; however, the

numerical domain spans the 48.8 m from the wavemaker to the back wall of the basin.

During the simulation, there were two distinct modeling phases with critical mesh refinement

focused on different regions to mitigate computational demand. The first phase was from the

beginning of the simulation to the time when wave had passed the offshore gauge WG3 and almost

started to break. In this phase, all buildings were removed from the domain, leaving only the flat
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bottom of the wave basin, which reduced number of cells needed onshore significantly, allowing

for use of a much finer mesh offshore. During this phase, the mesh size was approximately 0.08 m

× 0.08 m × 0.01 m (length × width × height) near the wave maker and was gradually reduced to

0.08 m × 0.08 m × 0.004 m onshore due to changes in topography. In the second phase, buildings

were reintroduced into the domain and the offshore mesh was coarsened to allow for a finer mesh

near the onshore bathymetry. The mesh size for the second phase was 0.3 m × 0.015 m × 0.035

m near wave maker and refined to 0.0075 m × 0.0075 m × 0.0025 m near the flat bottom of the

onshore segment of the basin and at the edges and corners of the buildings. Simulation results

from the end of the first phase were mapped to the second phase and the simulation continued.

This strategy is similar to the adaptive mesh refinement algorithm that is used in the 2D Seaside

models described in chapter 4. Here, however, a statically refined mesh was used instead of an

adaptively refined mesh.

Before the mesh size above was chosen, different sizes of mesh cells were tested and the final

meshes were chosen to achieve a balance between accuracy and computational time. Result of a

convergence test conducted with the narrower domain is shown in figure 3.9. Three cases with

different mesh sizes (referred to as coarse, medium and fine) were tested. The mesh size of the

fine mesh is the same as the mesh discussed above while sizes of the medium mesh and the coarse

mesh are increased by a factor of 1.5 and 4 respectively from the fine case. Total number of cells

for the coarse, medium and fine cases were 0.4 million, 6 million and 25 million respectively (for

the second phase mentioned above).

It is worth noting that there were much smaller cells around the buildings than those described

above. All mesh sizes described above were the sizes of structured background mesh that would be

processed by the unstructured mesh generator, snappyHexMesh, which would further divide these

background mesh cells into smaller ones where they intersected with the boundaries of domain

(side walls and buildings etc.). In the current study, mesh cells that intersected with the boundaries

were further divided by a half in each direction (1 cell becomes 8 smaller ones). After this, a less

controllable process was conducted which moved grid points near an object surface (boundary) to

make those points be exactly on the surface. This could generate highly skewed and very small
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mesh cells near the edges and corners of the buildings. As a result, the ratio of size of the largest

cell to that of the smallest cell could be as large as in the order of 105 in the current models.

Due to the rapid increase of computational resources required as the mesh size decreased, the

mesh in the fine case was the finest mesh tested in this convergence test. The convergence test

showed that further mesh refinement would not improve the accuracy sufficiently to justify the

expense of much larger (and approaching impractical) computational times based on available

resources.

In the 3D Seaside model used for getting all numerical results for the rest of this dissertation, the

mesh from the fine case was chosen. The aspect ratio of mesh near wavemaker is quite high, but that

was found to have no influence on wave generation and propagation offshore from several initial

trials with varying aspect ratios. The aspect ratio used here was selected to minimize computational

time while maintaining accuracy.

3.2.2 Comparison of Flow Parameters

The predicted free surface elevation (water level), cross-shore (x-component) velocity of the flow,

and corresponding momentum flux (M = hu2, where h is the free surface elevation and u is the

cross-shore velocity) at selected group A gauges from the 3D OpenFOAM model is presented

and discussed in this section. Note that this dissertation uses the term cross-shore to refer to the

direction that the flow propagates from the wavemaker to the back wall, while the term along-shore

is used to refer to flows traveling perpendicular to the cross-shore flow in the direction of the width

of the domain.

Figure 3.10 shows the time history of the free surface elevation at two wave gauges offshore

(see figure 3.5 for locations of the two gauges). Note that this single peak wave generated in the

experiment is not a solitary wave but an impulse-type wave based on the error function [Rueben

et al., 2011]. The wavemaker displacement time series from the experiment was used for the

moving wall boundary condition in the current numerical model to generate the numerical waves.

Although the tsunami wave generated in the numerical model has slightly lower wave height,

narrower crest width, slightly slower propagating speed and a longer “tail” following the peak,
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(a) Gauge A1 (b) Gauge A3

(c) Gauge A6 (d) Gauge A7

Figure 3.9: Surface elevation at gauge A1, A3, A6 and A7 for cases with different mesh size
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correlation between the measured and predicted results were overall satisfactory.

Figure 3.10: Time histories of surface elevation at gauge WG1 and WG3. Only numerical result

from the wider case is plotted as the two cases gave the same result in this region.

Time histories of the free surface elevation, cross-shore velocity and corresponding momentum

flux at gauge A1, A4, A6 and A7 are shown in figure 3.11. The first row in each of the subplots

shows a comparison of time histories of the water level between the experimental data and the

numerical results of both the narrower and wider models. Correlation between the numerical and

experimental results are generally good, and there are several interesting results to note. At gauge

A1, A4 and A6, both numerical cases showed very good agreement with experimental measure-

ments, in terms of amplitude and arrival time. At gauge A7, the predicted water level from the

wider case agreed better with experimental results than the narrower case. This is most likely

because more water was able to enter the domain for the wider case, and the corresponding in-

teractions between the wave inundation and constructed environments are much more complex as

the wave moves farther onshore and water flows more and more in the along-shore direction. As a

result, the wider case was chosen for further investigation of flow and forces near group A gauges.
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Other gauges (gauges in group B,C and D) were also validated using different subsections (denoted

by different type of lines in figure 3.7) and the corresponding results are shown in chapter 4 for

better comparison against the results from 2D models.

The second row in each subplot of figure 3.11 shows time histories of cross-shore velocity. In

the experiment, the velocity at gauge A1 became negative after t = 35 seconds, which indicated a

back flow from the seawall. The maximum absolute value of the velocity in this back flow rose up

to 0.2 m/s (from onshore to offshore). This did not occur in numerical model before t = 40 seconds.

The overlong period (wave length) of the numerical wave in the current model contributed to this

delay (See figure 3.10). In the numerical model, the wave was tailed by an extra volume of water

which formed a lower slope at wave back. This was not the case in the experiment, however, where

the wave had a narrower shape and higher slope at the tail of the wave. This volume of water at the

tail kept propagating above the seawall and pushing water onshore for some time after the initial

arrival of the wave at gauge A1. For this reason the back flow in the numerical model did not occur

at the same time as it did in experiment. In general, prediction of cross-shore velocity agrees well

with the measurement except for time ranges near initial impact, where some experimental data

are missing in these plots.

The last row in each subplot of figure 3.11 shows time histories of the momentum flux. As

expected, the momentum flux agrees well with measurements where prediction of both water level

and velocity are good, since the momentum flux is computed from these two quantities. However,

the discrepancies in the momentum flux between prediction and measurement are quite large near

the initial impact.

In general, predicted and measured flow parameters agree well, although velocities and mo-

mentum flux show large discrepancies near the peak, which may be due to measurement errors, as

discussed in detail later.

3.2.3 Discrepancy in Velocity Prediction

Perhaps more significant discrepancies occur near the initial impact. Figure 3.12 shows time his-

tories of flow parameters at the same gauges as in figure 3.11 but is zoomed in near initial impact.
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(a) Gauge A1 (b) Gauge A4

(c) Gauge A6 (d) Gauge A7

Figure 3.11: Time histories of surface elevation, cross-shore velocity and momentum flux at some

selected gauges along line A (Note that ranges of Y axis are different in different subplots)
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The dashed lines represent data obtained using optical measurements by Park et al. [2013]. In the

experiment, when the bore front arrived, the Acoustic Doppler Velocimeter (ADV) failed to record

velocity in some trials and could not give consistent measurements in others due to large amounts

of air entrained inside the bore [Park et al., 2013]. Thus the peak value of velocity histories was

not obtained from the ADV but from an optical measurement, where velocity was computed by

analyzing the trajectory of the leading edge of the bore from image data taken by two high reso-

lution video cameras located above the wave basin [Rueben et al., 2011]. A linear rise in velocity

from initial ADV measurements to the predicted peak was applied, and a second-order polynomial

approximation was then applied to connect the optically measured peak to available ADV measure-

ments. In the current study, all experimental data were downloaded from the NTHMP Mapping

and Modeling Benchmarking Workshop: Tsunami Currents [University of Southern California,

2015]. In these data, momentum flux near initial impact are available, which was used to recon-

struct the velocities obtained by the optical approach in the experiment (dashed line in figure 3.12)

with u =
√

hu2

h
.

As shown in the figures, there are clear discrepancies in velocity predictions in the optically

measured region between the experimental and numerical results. These discrepancies can be

primarily attributed to the different measurement approaches. If an “optical” approach is used

for the numerical results to compute the peak velocity in the numerical simulations, the predicted

numerical results nearly match the experiment. Take for instance the measurement of velocity at

gauge A4 in the narrower case as an example (figure 3.13). If location of the bore front at t=25.8

second was compared with the position at t=25.9 second, between which the bore front passed

through gauge A4, the computed peak value of the velocity was u = 4x
4t ≈ 2.2 m/s at gauge A4,

which agreed quite well with the optical measurement from the experiment (figure 3.12).

Note, however, that the contour profile of bore front in figure 3.13 is colored by cross-shore

velocity. A closer check of the velocity field in the bore reveals that maximum velocity is around

2.8 m/s and it does not occur at the bore front but somewhere after that. This is why the numerical

models show a peak value of 2.8 m/s in the time history of velocity for gauge A4 (figure 3.12).

Thus if it is assumed that the peak value occurs at bore front, as is assumed in the experiment, the
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(a) Gauge A1 (b) Gauge A4

(c) Gauge A6 (d) Gauge A7

Figure 3.12: Time histories of surface elevation, cross-shore velocity and momentum flux at some

selected gauges along line A, zoomed in near the initial impact
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(a) t = 25.8 s

(b) t = 25.9 s

Figure 3.13: Position of bore front when peak value of velocity occurs at gauge A4, colored by

velocity

peak value could be significantly underestimated. This becomes problematic if we predict dynamic

fluid forces from the momentum flux, M = hu2, where h is the depth of the water and u is the

flow velocity.

Because of the square term, it is reasonable to expect that in many cases, the velocity will

control the momentum flux calculation, which is shown explicitly in the momentum flux subplots

(figure 3.12). The maximum momentum flux from both narrow and wide cases was found to be

about two times higher than the experimental measurement. The water level from numerical mod-

els and experimental measurement agree quite well. Thus the over-prediction of the momentum

flux is primarily due to the overestimation of velocity around the peak.

3.3 Force Predictions on Selected Buildings

The 3D Seaside model was described and validated against experimental data of flow parameters

in section 3.2. Although wave forces on buildings are probably even more important information,

they were not measured in the physical experiment. This section selects six representative buildings
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along Line A for preliminary analysis of fluid forces on the coastal infrastructure based on the

numerical model, as shown in figure 3.14. Buildings I and II are the two large structures located

directly on the coast adjacent to gauge A1, with dimensions of 0.29 m by 0.78 m by 0.246 m (length

in cross-shore direction, length in along-shore direction and height respectively, and the same for

the following) and 0.31 m by 0.84 m by 0.31 m, respectively. Buildings III and IV are identical,

with dimensions of 0.39 m by 0.39 m by 0.091 m. Buildings V and VI, representing houses within

the community, are also identical, whose length, width and height are 0.17 m, 0.26 m and 0.154 m.

Figure 3.14: Representative buildings along Line A

Figure. 3.15 and 3.16 show predicted tsunami forces on these selected buildings in the cross-

shore and along-shore direction. Note that in these figures, forces in cross-shore direction were

normalized by the width of western left wall of the buildings, forces in along-shore direction were

normalized by the width of northern wall of the buildings.

As shown in figure 3.15, Buildings I and II suffered from strong initial impact from tsunami

waves. The peak normalized forces on Building I in the cross-shore direction reached approxi-
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mately 570 N/m, which gives us 445 N in model scale. This is equivalent to a force of 55,600

kN in the prototype. Using the Equivalent Lateral Force procedure described in ASCE 7-10 and

shown in Appendix A, the seismic load due to the Maximum Considered Earthquake, MCE, for

an elastic structure (Response Modification Coefficient, R, equal to 1) is computed as 24,200 kN,

or approximately 44% of the tsunami induced load. While the seismic design load for a structure

expected to yield under the MCE (R equal to 5) was estimated as 3,350 kN, or approximately 6%

of the tsunami induced load. While these tsunami loads are more than likely conservative estimates

based on the fact that portions of a building may fail or that there may be non-structural compo-

nents that would not be designed to resist load, this comparison shows that tsunami loads can be of

the same order of magnitude as seismic demands.

As the water flows inland, the cross-shore components of forces on buildings greatly decrease.

Even for Building III, located directly behind Building I, the impact load was approximately 20%

as large as the impact for Building I, which served to shield Building III from much of the impact.

Forces on buildings IV, V, and VI are substantially lower because the flow becomes shallower and

slower as it interacts with the buildings.

In addition to these results, time histories of normalized forces in the along-shore direction,

perpendicular to the cross-shore flow, are shown in figure 3.16. For Buildings I and II, which were

impacted directly in the cross-shore direction, the magnitude of the along-shore forces are approx-

imately 15% of the cross-shore forces. As the flow moves onshore and interacts with constructed

environments, however, this is not the case. The peak force in the along-shore direction on building

III, for instance, is as high as approximately 50% of the cross-shore loading. It is also interesting

to note that the along-shore forces for several buildings fluctuate around zero, indicating turbulent,

moving water on both sides of the structure.

To help understand the localized flows, figure 3.17 shows the horizontal angle from the cross-

shore direction of net horizontal force profile on these selected buildings, where zero represents

the cross-shore direction and angles increase counter-clockwise within the horizontal plane. Note

that in this figure, data at the time when the cross-shore component of the net force was negative

(pointing offshore) or when net force at this moment was less than 20% of maximum value in the
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Figure 3.15: Tsunami forces on selected buildings in cross-shore direction
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Figure 3.16: Tsunami forces on selected buildings in along-shore direction

time history of net force on the building were not plotted for clarity. Thus we see discontinuous

lines. A very clear correlation between the direction of the force and the local bathymetry can be

made. Buildings I and II are essentially unshielded locally, and as a result the angle of the net

force remains near 0◦. Building III is shielded primarily on the south side; however, the primary

force faces northward, which is somewhat counterintuitive. Figure 3.18 shows that, while water

impacts the north face of Building III before the south face, the flow is not redirected along Line A,

but redirected from the south face and over the top of Building I, and through interaction with the

local bathymetry impacts the south wall of Building III. As the fluids flow further inland, buildings

on both sides of Line A form a preferable flow channel, along which fluids are directed and flow

faster than the fluids in other regions. This affects the forces exerted on building IV, V and VI in

combination with shielding in front of them. For example, building IV is largely shielded by three

houses, and as a result it is very susceptible to fluid forcing along its south face, resulting in an

increasing net force angle as the fluid moved along Line A. Similar shielding effects were shown
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for Buildings V and VI, but in a less pronounced matter as there is limited shielding directly in

front of these buildings.

Figure 3.17: Time histories of angle of deviation of net forces on selected buildings



www.manaraa.com

47

Figure 3.18: Snapshots of the simulation at 6 different moments (from left to right, top to bottom):

t = 25.4 s, 25.7 s, 26.0 s, 26.6 s, 26.9 s, 27.5 s.
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3.4 Inclusion of Constructed Environments

In some cases, prior to or immediately following construction of a new structure, it would be rea-

sonable to evaluate tsunami impact on the structure with available data at hand from either existing

experimental or numerical models which did not include the new structure. To that end, it is impor-

tant that one can predict tsunami impact on the new structure from momentum flux measured at the

site. To examine these scenarios, three extra cases were computed using the same computational

domain that modeled subsection A but each with one selected building removed from constructed

environments. In these three cases, buildings I, II and V were removed individually.

According to FEMA P-646 [Applied Technology Council, 2012], the hydrodynamic forces on

a structure can be computed as

Fd =
1

2
ρsCdAu

2 =
1

2
ρsCdB(hu2) (3.20)

where Fd is the cross-shore component of the tsunami forces, ρs is the density of the fluids, A

is the wet area on surface of structure normal to the direction of flow (western wall in this case),

h is the water depth on the surface used to calculate wet area, u is the cross-shore component of

velocity of fluids, B is the breadth of the structure in the plane normal to the direction of flow, and

Cd is the drag coefficient, which may be conservatively taken as 2.0. Equation (3.20) should be

used when the flow passing the structure is quasi-steady. Thus when the leading edge of the bore

impacts the building, initial impulsive forces that include the inertial forces should be considered.

However, the comprehensive experiments performed by Ramsden [1993] showed no significant

initial impulsive force if the bed is dry before bores come due to the relatively mild-slope front

profile. Even in cases where the bore has steep front and slams on the structure and thus where

the impulsive force is significant, both Ramsden [1993] and Arnason [2005] observed a maximum

slamming force of 3
2
ρsAu

2 in their independent and separate experiments, which is equivalent to

setting Cd = 3 in equation (3.20). Thus by choosing a proper value for Cd, equation (3.20) can

still be used to estimate tsunami forces on onshore structures [Yeh, 2006]. In this study, a drag

coefficient of 2.0 was chosen because the case here is similar to the case of a dry-bed surge and it

produced a resultant force that agreed well with the numerical and experimental results. For these
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reasons, hereafter equation (3.20) is used to predict tsunami forces on structures from momentum

flux for the entire time range and to compute the drag coefficient Cd with a formula derived from

equation (3.20):

Cd =
2Fd
ρAu2

=
2Fd

ρ(hu2)B
(3.21)

This is consistent with traditional design code equations for hydrodynamic forces, such as those

found in FEMA P-646 [Applied Technology Council, 2012]. Figure 3.19 shows a comparison of

the forces in the cross-shore direction directly predicted by pressure field from the 3D numerical

models and those computed with equation (3.20) from the momentum flux. The momentum flux,

hu2, in the right-hand side of equation (3.20) was calculated by measuring surface elevation h

and u at the center of the footprint of the specific buildings that were removed from the domain.

It is clear that by choosing Cd = 2.0, the agreement in the peak value between the results from

the two approaches for buildings I and II were satisfactory, although forces predicted from the

drag coefficient for building V were first slightly underestimated then overestimated and forces for

buildings I and II were underestimated after the peak (from t = 26 to t = 28). It is also worth

noting that equation (3.20) and (3.21) do not take into account the flow runup at buildings, which

will influences the forces exerted on them, and assume fluids do not flow over the top of structures,

which is not always true during the inundation according to the current numerical result. This can

be shown in figure 3.18, where building I and V are almost completely submerged for sometime.

The flows over roofs of buildings I and V carry some momentum in the cross-shore direction,

which should have been exerted on them if they were high enough and did not get overtopped.

Thus we should expect larger forces (by integrating pressure) on buildings like I and V if their

heights increase such that they do not get overtopped.

To examine the accuracy of the assumed drag coefficient of 2.0, time histories of the drag

coefficient computed directly from the numerical model using equation (3.21) are shown in figure

3.20. In the figure, it is clear that the drag coefficient for each of the three buildings oscillates

around 2.0, although there are notable fluctuations between 2.0 and 4.0. Note that data in this plot

only cover time range where forces are not so small compared with their peak values as not to

provide numerically insignificant results that would occur due to denominators approaching zero
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Figure 3.19: Comparison of forces in cross-shore direction. (from momentum flux: forces com-

puted from momentum flux measured in the case without constructed environments; from mea-

surement: forces computed by integrating pressure on surface of objects in numerical model)
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or negative drag coefficients resulting from offshore flows.

Figure 3.20: Time histories of the drag coefficient

These results show that predicting tsunami loads on planned or newly built structures from

momentum flux based on old inundation data (and with the recommended values for the drag

coefficient by FEMA P-646 [Applied Technology Council, 2012]) is acceptable, and the addition

of the new structure to the constructed environment would not be expected to change the local

inundation values substantially.

However, before the analysis described above can be performed, local inundation data is nec-

essary. One of the primary research obstacles in predicting tsunami forces on structures is that

tsunami inundation models often do not include aspects of the constructed environment. A numer-

ical case was developed in which all buildings were removed from the model to investigate the

influence of incorporating constructed environments into modeling of tsunami inundation. Surface

elevation and velocity were measured at center of the footprint of Buildings I-VI and corresponding

momentum flux was also computed.
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Using the same approach to generate forces as described above for figure 3.19, forces were

predicted for buildings I-VI based on results from this “bare-earth” case. Figure 3.21 shows that

forces predictions at building I and II agree well with the peak value measurements. However, for

other selected buildings, forces get overestimated at almost all times. This can also be reflected

as shown in figure 3.22 if we plot time history of drag coefficient computed from forces and mo-

mentum flux in this bare-earth case with the same approach as in figure 3.20 (Fd is the force from

integrating predicted pressure on the surface of buildings in the previous cases where all buildings

were included, while hu2 is the momentum flux from the bare-earth case where all buildings were

removed). Before t = 30 s, drag coefficients for buildings I and II oscillate around 2.0, while for

all other buildings, drag coefficients are as low as 1.0, which indicated that if tsunami inundation

is modeled without constructed environments and that inundation data is used to predict tsunami

loads on buildings, these loads can be greatly overestimated. This is not the case for buildings

closest to shoreline, where the effects of constructed environments are largely negligible during

the initial stages of impact. In the bare-earth case, water depth and velocity in the region behind

buildings I and II are higher than the predicted values in cases with constructed environments in-

corporated, since these buildings along the shore create large levels of resistance to inundation of

the tsunami.
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Figure 3.21: Comparison of forces in cross-shore direction: (a) forces computed from momentum

flux measured in the case without constructed environments; (b) forces computed by integrating

pressure on surface of objects in numerical model (with constructed environments)
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Figure 3.22: Time histories of the drag coefficient in bare-earth case
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3.5 Localized Building Forces

One final phenomena that must be considered is the local effect of wave impacts on individual

structural components. While the net force on the building provides valuable information about

system loss, forces on individual walls can show localized forces that cancel one another out when

considering the total force on a building and yet can cause significant damage. Figure 3.23 shows

the along-shore force time histories on each individual face of Building II and the corresponding

total force time history. It is evident that equal and opposite forces on the north and south walls are

2-3 times larger than the net force on the system, suggesting a susceptibility to local damage.

Figure 3.23: Tsunami forces on individual walls of building II
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3.6 Conclusions

In this chapter, a 3D numerical model of tsunami inundation within a model-scale constructed

environment was developed using a 3D RANS approach. Free surface elevation, velocity, and

momentum flux were measured and compared with experimental data. The prediction of these

quantities from the numerical model agrees well with experimental measurements, except for peak

value of velocity and momentum flux, the discrepancies in which were discussed in detail. Tsunami

forces on several representative structures were also computed by either integrating pressure and

shear stress on their walls or extrapolating from flow parameters. The primary conclusions of this

chapter are:

1. The entire basin can be modeled using subsections with proper width without loss of ac-

curacy in areas of interest. Increasing the width of these subsections does not necessarily

increase quality of the predicted results in many cases (figure 3.11), which can be critical

when extrapolating these ideas to “real-world” scenarios where modeling of an entire town

can be computationally impractical.

2. The optical method used in the experiment to obtain the peak velocities can lead to mislead-

ing force predictions, as the velocity field data from the simulation revealed that the assump-

tion that the velocity of the leading edge of the bore corresponds to the maximum flow speed

is not necessarily valid. This is quite important, as surveys following recent tsunami events

often relied upon video forensics to predict the flow speeds that could be used to extrapolate

force predictions.

3. The amplitude and direction of local forces on structures showed a high correlation with

local constructed environments. Selected buildings revealed quite large force components

even in the along-shore direction, which may cause local failure of the structure during a

tsunami.

4. The traditional approach to predicting forces on structures via definition of a force coefficient
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using a recommended value of 2.0 for the drag coefficient can be problematic when the

constructed environment is not considered. Results herein showed that such a recommended

coefficient is not practical since the drag coefficient not only varies with time but also highly

depends on location and the surrounding bathymetry which can control the direction of the

flow.

5. With influence of the constructed environment, different walls of individual buildings can be

impacted by the flow at different times. Thus even when the net force is not very large, forces

on individual walls and components can be quite large and result in critical local damage.

Ultimately, this chapter presents an important step in recognizing the significance of consider-

ing the effects of constructed environments on the prediction of tsunami forces within an inundated

area. While this proof-of-concept study does not include the intricacies of an actual constructed

environment, these results are nonetheless important in demonstrating these effects.
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Chapter 4

THE TWO-DIMENSIONAL SEASIDE MODEL

In this chapter, a two-dimensional (2D) model for the Seaside problem described in chapter 3

is developed and compared against the three-dimensional (3D) Seaside model developed in that

chapter. Additional results from the 3D Seaside model are shown for comparison and discussion.

The 2D model is based on the nonlinear shallow water equations (NSWE), which is solved with

Adaptive Mesh Refinement (AMR) by using the GeoClaw software [Berger et al., 2011, Clawpack

Development Team, LeVeque et al., 2011].

A simpler dam-break experiment described in section 3.1 is first simulated. Then the 2D model

is used to simulate the same wave tank experiment detailed in chapter 3. In section 4.3.1, details of

the setup for the 2D model is presented. In section 4.3.2, the generated numerical waves from the

2D model is shown and compared against the 3D model. Flow parameters at representative wave

gauges in different regions of the domain are then presented and discussed, followed by prediction

of tsunami loads on selected buildings during the tsunami inundation. The chapter ends with some

conclusions in section 4.4.

4.1 Methodology

The nonlinear shallow water equations have been used broadly by many researchers in modeling

of tsunamis, storm surge, and flooding. It can be written in the form of a nonlinear system of
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hyperbolic conservation laws for water depth and momentum:

ht + (hu)x + (hv)y = 0, (4.1a)

(hu)t +

(
hu2 +

1

2
gh2
)
x

+ (huv)y = −ghBx −Dhu, (4.1b)

(hv)t + (huv)x +

(
hv2 +

1

2
gh2
)
y

= −ghBy −Dhv, (4.1c)

where u(x, y, t) and v(x, y, t) are the depth-averaged velocities in the two horizontal directions,

B(x, y, t) is the bathymetry/topography, and D = D(h, u, v) is the drag coefficient. The subscript

t represents a time derivative, while the subscripts x and y represent spatial derivatives in the

two horizontal directions. The value of B(x, y, t) is positive for topography above sea level and

negative for bathymetry. Coriolis terms can also be added to the momentum equations but is

generally negligible for tsunami problems and is not used here. The drag coefficient used in the

current model is

D(h, u, v) = n2gh−7/3
√
u2 + v2, (4.2)

where n is the Manning coefficient and depends on the roughness of the ground. A constant value

of n = 0.025 is often used for tsunami modeling, and this value is used for all problems in this

dissertation. The above equations are written in Cartesian coordinates and rectangular grids in

these coordinates can be used for modeling tsunamis in small regions. Logically rectangular grids

mapped to spherical coordinates can be used to model transoceanic tsunami propagation.

The nonlinear shallow water equations are solved by using the GeoClaw software [LeVeque

et al., 2011, Berger et al., 2011] in this dissertation, which features adaptive mesh refinement

(AMR) and is released as a submodule of the Clawpack software [Clawpack Development Team],

an open source package for solving hyperbolic systems of partial differential equations (PDEs) of

one, two and three dimensions, through finite volume implementation of high-resolution Godunov-

type “wave-propagation algorithms”. Cell averages of the solution variables q are computed over

the volume of each cell and updated with waves propagating into the cell from all surrounding cell

edges. The wave at each edge is computed by solving a “Riemann problem” with initial piecewise
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constant data determined by cell averages on each side of the edge. This method is especially

good at solving problems with discontinuous solutions like shock waves, which usually arise in the

solution of nonlinear hyperbolic equations (e.g. bores in the case of NSWE).

Specifically, GeoClaw uses a variant of the f -wave formulation of the “wave-propagation algo-

rithm” that allows incorporation of the topography source terms on the right hand side of equations

(4.1b) and (4.1c) into the Riemann problem directly. The augmented Riemann solver in GeoClaw

combines the desirable qualities of the Roe solver [Roe, 1981], HLLE-type (Harten, Lax, van Leer

and Einfeldt) solvers [Einfeldt, 1988, Einfeldt et al., 1991] and the f -wave approach [Bale et al.,

2003]. The Roe solver provides an exact solution for the single-shock Riemann problem. It is also

depth positive semidefinite like the HLLE solves, has a natural entropy-fix by providing more than

two waves and yields a better approximation for problems with large rarefactions. A large class of

steady states is also preserved, even for non-stationary steady states with non-zero fluid velocity.

In addition, it is able to handle the presence of dry states in the “Riemann problem”, in which one

state is wet (h > 0) while another is dry (h = 0), or both states are dry. It also works robustly in

situations where the topography changes abruptly from one cell to another by an arbitrarily large

value. For more details of the augmented Riemann solver in GeoClaw, see George [2008].

A typical characteristic of tsunami inundation models, especially those that incorporate con-

structed environments, is that the spatial scale of regions of interest may vary from kilometers

to meters. For regions in the open ocean, grid cells can be tens of kilometers on a side, while for

regions near the shoreline or in constructed environments onshore, grid cells must be refined to sev-

eral meters or less, since the size of a building may be only several meters and an adequate number

of grid cells are required to achieve acceptable accuracy. In GeoClaw, a patch-based AMR tech-

nique can efficiently handle these situations [LeVeque et al., 2011, Berger and LeVeque, 1998]. In

regions where finer grids are needed, patches of level 2 (probably with smaller area) overlap base-

level patches to provide finer grids. These patches can be overlapped further by patches of higher

levels until a sufficiently fine resolution is reached. During the computation, grids are refined in

specific regions automatically as time evolves. This is done by flagging cells where higher reso-

lution is needed. These flagged cells are then clustered into refinement patches. The criteria for
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flagging in the current model is to flag cells where the surface elevation is perturbed from sea level

beyond a specified threshold. The tolerance for refinement, minimum and maximum allowable

level of refinement can be specified before the computation to control the refinement during the

simulation. In addition to this, cells in some user-specified rectangular regions can also be refined

to a required level regardless of the criteria of refinement mentioned above.

The “wave-propagation algorithm” in GeoClaw is explicit and hence a CFL number of less

than 1 is required for stability, which essentially limits the length of the time step. The time step on

base-level patch is chosen to satisfy the CFL condition while on patches of higher levels, the time

step is refined from the base-level time step by the same factor as in space. For example, if level

2 grids are refined in both the x and y direction by a factor of 2 relative to level 1, then the time

steps on all level 2 grids must be half of the time steps on level 1 grids. GeoClaw is designed to

first advance one time step on level 1 grids, and then update the solution on level 2 grids by several

time steps (2 for the example above) and so forth for grids of higher levels.

A more detailed description of the algorithms in GeoClaw and AMR is presented in chapter 5.

4.2 A Simple Dam-break Problem with Bore-Structure Interaction

A simple 2D model was first built to model the experiment introduced in section 3.1. The 2D model

was built with the GeoClaw software described in section 4.1. In the 2D model, the column was

incorporated into the computational domain through the topography term B(x, y) on right hand

side of equations (4.1b) and (4.1c). Values for B(x, y) are set to a very large constant value, hc,

in the region of the column and to 0 elsewhere. This prevents water from overtopping the area,

thus simulating a column. Setting hc to a very large value also made all four side walls of the

square column be more “vertical” in the model since they are represented by steep slopes arising

from B = 0 (outside the column) to B = hc (inside the column). The coarsest level grid had a

resolution of 0.02 m by 0.02 m and covered most of the computational domain; the finest mesh

near the column was 0.25 cm by 0.25 cm.

First, a case without the column was modeled. Figure 4.1 shows time histories of the water

level at 5.2 m downstream from the gate (i.e., at x = 11.1, the center of the column) from the 2D



www.manaraa.com

62

GeoClaw model, the 3D OpenFOAM model built in chapter 3 and the experiment. In general, both

2D and 3D models accurately predict the arrival time of the bore, which is at t = 3.2 s.

The 3D OpenFOAM model matches the measurement better than GeoClaw with a sharp (but

not vertical) slope at the front, a gradually rising surface to the peak near t = 8 s, then a downward

slope, followed by interactions with the reflected wave from the back wall that creates the second

jump in the water level at around t = 14 s.

The 3D OpenFOAM model models water viscosity, which diffuses sharp discontinuities. In

contrast, the 2D GeoClaw model does not model that and solutions of the nonlinear shallow water

equations for the dam-break problem with an initial discontinuity yields a shock wave (discontinu-

ity) propagating to the right as a vertical bore front followed by a region with constant water depth;

as a consequence, GeoClaw slightly overestimates the initial height of the bore front, underesti-

mates the height at t= 8 s, and presents the reflected wave as a second sharp discontinuity at t =

13.1 s.

At the same location, streamwise (the along-channel direction) components of the velocity at

different depths were also predicted. Figure 4.2 shows time histories of streamwise velocity at 9

different distances from the bottom. Note that since the 2D model is depth-averaged, its predicted

velocity is constant with depth. Near the water surface, the prediction from the 2D model matches

the measurements very well except for the spike at the front, which is captured by the 3D model.

Figure 4.3 shows a comparison of total forces on the square column from the experiment, the

3D model and the 2D model. The force predicted by the 3D model was obtained by integrating

the pressure and viscous fluid forces on the surface of the column (See equation (3.13)). The 3D

model predicts the force very well in terms of magnitude and is able to capture even the small spike

near t = 4 s. In the 2D model, no pressure field is computed and available for force prediction. To

predict forces from the 2D model, data from the previous case without the column was used instead.

The water level, h, and streamwise velocity, u, were first sampled at the center of the footprint of

the column that was removed from the domain, to compute the momentum flux, M = hu2. Then

forces were computed from equation (3.20) with the same choice of Cd = 2.0. Note that in the

experiment or 3D model, the water level on the upstream side of the column is different from that
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Figure 4.1: Time history of the water level at 5.2 m from the gate (center of the column) with the

column removed
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Figure 4.2: Time history of streamwise velocity at different distances, d, from the bottom at 5.2

m from the gate (center of the column) with the column removed. Abscissa: time (s). Ordinate:

velocity (m/s).
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Figure 4.3: Comparison of measured and predicted horizontal forces on the square column
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on the downstream side of the column. This causes a difference in hydrostatic pressure and thus a

hydrostatic force on the column. For this reason, it may be more appropriate to refer to this value

as the coefficient of resistance instead of solely as a drag coefficient. Using a drag coefficient of 2.0

overestimates the force by 13% in general. This is as expected since it is said to be “conservative”

according to FEMA P646 [Applied Technology Council, 2012]. Figure 4.3 also shows that if

a drag coefficient of 1.76 is used instead, the force prediction from the 2D model matches the

measurement more closely.

4.3 The Seaside Model

A 2D inundation model is developed for the Seaside problem described in chapter 3, based on

the GeoClaw code. This section describes the setups of the 2D model and quantities of interest

output by the 2D model. The output are compared to those generated by the 3D model developed

in chapter 3.

4.3.1 Model Setups

To solve the NSWE, the GeoClaw code Berger et al. [2011], LeVeque et al. [2011] is used. Unlike

the 3D OpenFOAM model, the 2D GeoClaw model can model the entire basin due to relatively

cheaper computational cost of the governing equations that are solved. Thus, the computational

domain is a 48.8 m by 26.5 m rectangle. The geometry of the basin bottom and constructed environ-

ments are described by topography files, which specify B(x, y) on the right hand side of equations

(4.1b) and (4.1c). Typical computational time for one simulation is approximately six hours with a

single core in an Intel(R) Core(TM) i7-4790 CPU processor. Note that the computational resources

required by the GeoClaw model is only 1
2500

of what is required by the 3D OpenFOAM model in

this study.

To generate tsunami waves in GeoClaw, user defined time varying boundary conditions can be

specified at the inlet of the computational domain, based on data for the wavemaker speed s(t)

in the physical experiment. The data from the physical experiment can be fit quite well with a
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Gaussian of the form

s(t) = Aeβ(t−t0)
2

(4.3)

with β = 0.25, t0 = 14.75 and amplitude A = 0.51. However, several trials resulted in a better

match at wave gauges WG1, WG2, WG3, and WG4 by setting A = 0.6, which was therefore used

for all simulations.

The adaptive mesh refinement (AMR) feature of GeoClaw was used, with a mesh size for

the base-level grid of 0.5 m (corresponding to 25 m in full scale) in both cross-shore direction

and along-shore direction. The term cross-shore is used to refer to the direction that the wave

propagates from the wavemaker to the structures onshore, while the direction perpendicular to

the cross-shore direction is referred to as the along-shore direction. The mesh is refined in the

nearshore region up to 4 levels, with specified refine ratios: 4 for from level 1 to 2, 5 for from level

2 to 3 and 2 for from level 3 to 4. The finest mesh in the domain with this setup for AMR is 0.0125

m by 0.0125 m (corresponding to 0.625 m in full scale) and eventually covers the entire onshore

region.

4.3.2 Comparison of Offshore Flow Parameters

Figure 4.4 shows the time history of the free surface elevation at two wave gauges offshore from

the 2D model, plotted against the result from 3D model and experimental measurement. Velocity

of the piston is derived by taking the time derivative of the displacement history and is used to

specify input velocity at the inlet boundary of the 2D model for wave generation. Water level

agreement between the measured and modeled elevation was satisfactory, overall. Although both

models slightly underestimate wave height at gauge WG3 and propagation speed of wave, based

on the scatter and uncertainties in the experimental results and the qualitative agreement between

the models and the experimental data, the numerical wave considered in the models is sufficient

for this work.
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Figure 4.4: Time histories of surface elevation at gauge WG1 and WG3 from the 2D model. Data

from figure 3.10 is re-plotted here for comparison.
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4.3.3 Comparison of Onshore Flow Parameters

Onshore time histories of the free surface elevation, cross-shore velocity and corresponding mo-

mentum flux at selected on-shore gauges are shown in Figs. 4.5-4.8. Note that the 2D model

models the entire basin and produces flow parameters at all gauges in one simulation, while the 3D

model models one of the four subsections denoted in figure 3.7 and produces flow parameters at

one of the four groups of gauges in each simulation. The width of the four subsections are chosen

to be similar to the width of the wider subsection in chapter 3 to minimize the effect of boundaries.

After the peak (initial impact), there appears to be a significant drop in discrepancies between

modeled and measured water level and fluid velocity; therefore, the discussion that follows will

separately compare the results before and after the peak.

Onshore Time Series Near Initial Impact

The water level amplitude by OpenFOAM and arrival time by both OpenFOAM and GeoClaw

agree fairly well with measurements at many of the gauges in groups A, B and C, but GeoClaw

underestimates the amplitude at many gauges. These differences reflect the challenge of modeling

a turbulent and rapidly varying bore front. An additional factor is that the gauges in groups A,

B and C are placed along straight lines, representing roads within the community, whereas those

in group D are set behind buildings. As a consequence, flow around group A, B and C gauges is

dominated by flow in the cross-shore direction, while flow around group D gauges is more complex

and challenging to model.

Fluid velocity experimental values derived by optical means are significantly lower than the

modeled OpenFOAM and GeoClaw velocity in many of the 16 cases presented in Figs. 4.5-4.8.

This was explained and discussed in section 3.2.3. Here the same approach is applied to analyze

the animation of GeoClaw numerical results to obtain estimates of 1.3m/s for peak velocity: figure

4.9 showed modeled velocity distributions in the bore at two consecutive time steps in the GeoClaw

simulation at gauge A4, illustrating that the modeled maximum fluid occurs at some point behind

the bore front.
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Momentum flux modeled by OpenFOAM and GeoClaw do not agree well with experimental

estimates, due to the discrepancies in fluid velocity estimates, discussed above. This is critical,

since momentum flux is often used to compute the tsunami forces on structure, as discussed in

detail later in this chapter.

In summary, predictions near the initial impact are challenging for both models, but the 3D

OpenFOAM model performs better than the 2D GeoClaw model because it models turbulence and

the variation of velocity with depth.

Onshore Time Series in Post-impact Region

Water level agreement among both models and the experimental data are significantly improved

after initial impact. Note that some gauges are quite far from the shoreline (for example, gauges

A6, B8, C8), where the inundation depth is very shallow compared to the peak value near the

shoreline (less than 20% of the peak value). Even at these locations, however, both numerical

models provide reasonable predictions. It is also of interest that, as noted above, GeoClaw predicts

a lower bore front propagation speed than OpenFOAM; as a result, arrival of the OpenFOAM bore

front agrees well with experiment, but the GeoClaw bore front is significantly delayed at gauges

farther inland, such as B8 and C8 (Figs 4.6d and 4.7d). This is also consistent with the slower

propagation speed of the offshore GeoClaw wave, noted above.

Fluid velocity measurements by the ADV are more stable after 30 s, and both OpenFOAM and

GeoClaw velocity time series agree much better with the experimental data at gauges in groups A,

B and C. Agreement does degrade significantly in group D, especially in the case of GeoClaw; this

is no doubt due to the more complicated fluid flow in the group D environment, behind buildings,

compared to the relatively simpler cross-shore flow in the street environments of groups A, B and

C (figure 3.7).

Momentum flux from both numerical models are in better agreement with the measurements at

most gauges, since water level and velocity agreements are better than in the t < 30s time period.

Figure 4.10 compares snapshots of the simulation near line A from the two models at 3 dif-

ferent times. The 3D model provides substantial detail about the complex flow among buildings,
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including the strong channeling effect along line A, aligned with the street, and among the build-

ings on both sides of the street. These channeling effects can alter the forces exerted on both sides

of that street, so that any differences between OpenFOAM and GeoClaw in modeling such effects

may result in different prediction of forces on the buildings.
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(a) Gauge A1 (b) Gauge A2

(c) Gauge A4 (d) Gauge A6

Figure 4.5: Time histories of surface elevation, cross-shore velocity and momentum flux at some

selected gauges along line A (Note that ranges of Y axis are different in different subplots)
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(a) Gauge B1 (b) Gauge B3

(c) Gauge B6 (d) Gauge B8

Figure 4.6: Time histories of surface elevation, cross-shore velocity and momentum flux at some

selected gauges along line B
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(a) Gauge C1 (b) Gauge C3

(c) Gauge C6 (d) Gauge C8

Figure 4.7: Time histories of surface elevation, cross-shore velocity and momentum flux at some

selected gauges along line C
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(a) Gauge D1 (b) Gauge D2

(c) Gauge D3 (d) Gauge D4

Figure 4.8: Time histories of surface elevation, cross-shore velocity and momentum flux at some

selected gauges in group D
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Figure 4.9: Velocity distribution in the bore near gauge A4, from the GeoClaw model
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Figure 4.10: Snapshots of the simulation near line A, colored by cross-shore velocity, at 3 different

times (from top to bottom): t = 25.9 s, t = 27 s, t=28.1 s. Left: Geoclaw; Right: OpenFOAM.
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4.3.4 Force Prediction from the Two-Dimensional Model

The 2D model cannot predict forces on structures directly. The same approach in section 3.4 is

used here to compute forces on the same six representative buildings from flow parameters (Cd

chosen as 2.0 as well): only the building being considered is removed and a case is run to get flow

parameters at the center of that building, which minimizes the influence of removing that building

on the flow overall.

Figure 4.11 compares predicted forces in the cross-shore direction from the two models on

selected buildings. Note that these forces are also normalized by the width of western (left) wall of

the buildings.

Peak values of forces predicted by the GeoClaw model on all buildings are only approximately

half of those predicted by the OpenFOAM model, except for building V. This is consistent with

smaller peak values in the prediction of momentum flux from the GeoClaw model at most of the 31

gauges since both water level and cross-shore velocity are underestimated. For example, as shown

in figure 4.5, peak values in momentum flux predicted by the GeoClaw model are approximately

half of those predicted by the OpenFOAM model.

Note that, however, prediction of forces from the GeoClaw model becomes better when com-

pared to the OpenFOAM model after the initial impact. This indicates the GeoClaw model’s lim-

ited ability to capture details of transient interaction between fluids and structures occurs during

the initial impact, which is the most important to tsunami hazard assessment in many scenarios, but

as the flow begins to interact more with the surrounding coastal infrastructure as the water travels

onshore, these strong impact forces may be mitigated. The underestimation of peak forces in figure

4.11, however, indicates that to predict tsunami forces on buildings in coastal communities with

the current GeoClaw model, a drag coefficient of 2.0 may not be sufficient.
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(a) Building I (b) Building III

(c) Building V (d) Building VI

Figure 4.11: Predicted forces in cross-shore direction on selected buildings (normalized). Geo-

Claw: forces predicted from the drag coefficient; OpenFOAM: forces predicted directly from pres-

sure field
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4.4 Conclusions

In this chapter, a 2D tsunami inundation model of the Seaside experiment is developed and com-

pared against the 3D model developed in chapter 3. The 2D model is first validated by comparing

water level, velocity profile and forces on a single column impacted by a bore from a dam-break.

Then it is used to predict the free surface elevation, velocity and momentum flux of a tsunami inun-

dation in Seaside, Oregon. The predicted flow parameters agree well with experimental measure-

ments in the post-impact region at most gauges. Near the initial-impact region, the 2D GeoClaw

model has more difficulty in capturing transient characteristic of the flow. The 3D OpenFOAM

model can solve this challenge better but at the expense of much more computational resources

required. This is because the variation in the vertical direction is “eliminated” by the integration

in 2D model while all 3D characteristics of the flow as well as turbulence are modeled by the 3D

model. Several primary conclusions can be drawn for this chapter:

1. The 3D RANS model can predict flow parameters and forces on structures by modeling

subsections of the entire domain without loss of accuracy in areas of interest, while the 2D

NSWE model can model the entire basin in one simulation, with much less computational

resources than the 3D model. The two-dimension model also agrees well with experimen-

tal measurements at most locations considered after the initial impact. The RANS model,

however, can provide more details of the flow, especially near the initial impact region.

2. The fluid dynamics in the bore front are transient and turbulent. Thus near the initial impact,

prediction of flow parameters and forces is challenging but also the most critical since the

flow parameters and forces have maximum value near this point. The 3D RANS model

solves this challenge better than the 2D NSWE model but needs much more computational

resources.

3. Using the approach recommended by FEMA P-646 to predict fluid forces on structures from

the 2D model works well in the simple case of flow around a column, but becomes less re-

liable in complex constructed environments. Although choosing a drag coefficient of 2.0 is
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considered conservative, the 2D model with this value was still seen to significantly under-

estimate fluid forces (in some cases giving only half of the prediction from the 3D model as

discussed in Section 4.3.4) because the 2D model underestimates peak velocities in this com-

plex flow. For this reason, it is recommended that a 3D model should be used to determine

the tsunami loads on structures when possible, which eliminates the necessity of choosing a

large safety factor when only flow velocity is available from the 2D model as done in Ash

[2015].

This chapter presents a 2D numerical model for tsunami inundation and compares it to the

3D model described in chapter 3. Challenges in prediction of flow parameters and forces are

revealed and the capabilities of the two numerical models in solving this type of problem are

analyzed. Tradeoffs need to be made between the two models due to their different levels of

accuracy and required computational resources. The comparisons and discussion in this chapter

provide a reference when choosing between a 2D model and a 3D model to predict flow parameters

and forces on structures in tsunami inundation.
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Part II

ACCELERATING THE GEOCLAW MODEL FOR MULTI-SCALE
TSUNAMI MODELING USING GRAPHICS PROCESSING UNITS

(GPUS)
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Chapter 5

INTRODUCTION

5.1 Motivation

The nonlinear shallow water equations (NSWE) are the governing equations for many two-dimensional

(2D) tsunami models. Solving the NSWE efficiently reduces the running time of these 2D tsunami

models, which is critical to the study of natural hazards such as tsunami and storm surge, since

it provides more response time in an early warning system and allows more runs to be done for

Probabilistic Tsunami Hazard Assessment (PTHA) where thousands of runs may be required. In

a tsunami early warning system, tsunami models are used to simulate tsunami propagation and in-

undation in real time, after a seismic signal is detected. The simulation results provide arrival time

and severity of potential tsunami hazards at locations of interest before the arrival of the tsunami.

The faster these tsunami models can run, the earlier this system can send out the warnings and the

more response time emergency managers, citizens and first responders in coastal regions can have.

In PTHA, high-fidelity hazard curves and hazard maps are produced to provide information like

the probability of the maximum flooding depth at a location exceeding a certain value of interest.

To construct these curves and maps, thousands of tsunamis are simulated, either from pre-designed

representative scenarios, each associated with a certain probability, or from tsunami events pa-

rameterized by inputs sampled from some random parameter space. A fast tsunami model allows

more such tsunami simulations to be conducted within a certain time budget and thus generates

higher-fidelity PTHA outcomes.

This chapter presents an efficient CUDA implementation of the Geoclaw software used in chap-

ter 4, motivated by the need for having a fast tsunami model. The open source GeoClaw code is

distributed as part of Clawpack [Clawpack Development Team], which is widely used for mod-

eling tsunamis and has undergone a benchmarking process in 2011 [Horrillo et al., 2014] as part
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of a National Tsunami Hazard Mitigation Program (NTHMP), allowing its use on tsunami hazard

modeling projects supported by this program, [e.g., Titov et al., 2018, González et al., 2013]. It has

been used for many other projects involving tsunami hazard assessment and/or the study of his-

toric or paleo tsunamis, [e.g., Arcos and LeVeque, 2015, Amir et al., 2013, Cienfuegos et al., 2018,

Galanti et al., 2011, Hayes and Furlong, 2010, Johnstone and Lence, 2009, MacInnes et al., 2013,

Ren et al., 2013]. GeoClaw has also been used in modeling storm surge (e.g. Mandli and Dawson

[2014]) and dam failures (e.g. George [2011], Turzewski et al. [2019]), and so the GPU-accelerated

version should prove useful beyond tsunami modeling.

The CPU version of GeoClaw is parallelized with OpenMP on multicore shared memory ma-

chines, and this part of the dissertation describes how this has been extended to use CUDA-based

GPU acceleration on such a machine [Nickolls et al., 2008]. As the original GeoClaw cannot

run on distributed memory machines, using the GPU to accelerate the computation within a sin-

gle compute node can be an efficient way of improving performances. Nodes of this nature are

available at many supercomputer centers and cloud platforms, as well as on many desktop and

laptop machines. Due to the use of adaptive mesh refinement (AMR) in GeoClaw, many realistic

modeling problems can be solved on such hardware without the need for distributed memory par-

allelization. The GPU acceleration allows an additional increase in speed that will be particularly

useful for tsunami early warning system and PTHA applications where many simulations must be

conducted.

The GPU code developed in this study can be found on Github at https://github.com/

xinshengqin/geoclaw/tree/geo_gpu_paper and on Zenodo at https://doi.org/

10.5281/zenodo.2727368. It is also being freely incorporated into the Clawpack package

[Clawpack Development Team]. More details can be found on www.clawpack.org/gpu.

html.

5.2 Related Work

As discussed above, being able to run a tsunami model fast can benefit a tsunami early warning

system and PTHA study significantly. More generally, the speed of a numerical model can be

https://github.com/xinshengqin/geoclaw/tree/geo_gpu_paper
https://github.com/xinshengqin/geoclaw/tree/geo_gpu_paper
https://doi.org/10.5281/zenodo.2727368
https://doi.org/10.5281/zenodo.2727368
www.clawpack.org/gpu.html
www.clawpack.org/gpu.html
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increased by either reducing computational cost, using better hardware, or both.

5.2.1 Reducing Computational Cost with Adaptive Mesh Refinement

Since being proposed by Berger and Oliger [1984], the AMR algorithm has been shown to effec-

tively reduce computational cost in the numerical simulation of multi-scale problems. It can track

features much smaller than the overall scale of the problem and adjust the computational grid dur-

ing the simulation. The algorithm has been implemented and developed into several frameworks

and can be categorized into three major variants. The first one is often referred to as patch-based

or structured AMR [Berger and Colella, 1989]. It allows rectangular grid patches of arbitrary

size and any integer refinement ratios between two level of grid patches [e.g., Hornung and Kohn,

2002, Bryan et al., 2014, Clawpack Development Team, Zhang et al., 2016, Adams et al., 2015].

Another variant is the cell-based AMR, which refines individual cells and often uses a quadtree

or octree data structure to store the grid patch information. The last variant is a combination of

the first two, often referred to as block-based AMR. Unlike the patch-based AMR, which stores

the multi-resolution grid hierarchy as overlapping and nested grid patches, this approach stores the

grid hierarchy as non-overlapping fixed-size grid patches, each of which is stored as a leaf in a

forest of quadtrees or octrees [e.g., Burstedde et al., 2014, 2011, Fryxell et al., 2000, MacNeice

et al., 2000]. In the past two decades, the AMR algorithm has been extensively applied for geo-

physical applications [e.g., Leng and Zhong, 2011, Burstedde et al., 2013, LeVeque et al., 2011].

In particular, tsunami models that simulate both large scale transoceanic tsunami propagation and

inundation of small-scale coastal regions save several orders of computational cost by using AMR.

5.2.2 Faster Simulation with Better Hardware

Another approach to increasing the execution speed of a numerical model is to use better hardware

and/or a parallelize the code to take advantage of modern architectures. Several codes parallelize

tsunami modeling on multi-core CPUs [e.g., Pophet et al., 2011], and GeoClaw takes this approach

via OpenMP. ForestClaw [Burstedde et al., 2014], on the other hand, can simulate a tsunami on
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distributed-memory machines with MPI parallelism. In the past decade, the increase of computing

power of CPUs has slowed down due to the breakdown of Moore’s law, which states that the

number of transistors in a dense integrated circuit doubles approximately every two years [Brock,

2006]. In contrast, leveraging the ability of Graphics Processing Units (GPUs) to do massively

paralleled work has become increasingly popular in the community of computational science and

engineering. Many researchers from different disciplines such as molecular dynamics (Anderson

et al. [2008], Liu et al. [2007]), computational biology (Schatz et al. [2007]), weather forecasting

(Michalakes and Vachharajani [2008]) and linear algebra (Barrachina et al. [2008]) have developed

numerical models that run on the GPUs to make use of the computing power.

In the tsunami research community, some researchers have reported decent speed-ups in sim-

ulating tsunamis by using the GPUs. However, most of these earlier studies involved implement-

ing the PDE solvers on grids with constant spatial resolution (did not use AMR). Earlier, the

researchers solved the NSWE on the GPU before the appearance of libraries for general purpose

GPU computing like CUDA, when researchers had to write their programs in a way such that they

could make use of the GPUs’ ability of computing color for a large number of pixels in parallel to

update solutions in several grid cells concurrently (Hagen et al. [2005] and Lastra et al. [2009]).

Hagen et al. [2005] reported their simulations on the GPU can be 15 to 30 times faster than running

on a single CPU. Lastra et al. [2009] achieved ∼ 100 and ∼ 200 speed-ups for the two different

GPUs used and for cases without wet/dry cells. For cases where wet/dry fronts appear near a

coastal line, the speed-up decreased but was still up to ∼ 80 and ∼ 150.

The appearance of programming models for general purpose GPU computing such as CUDA

(Nickolls et al. [2008]) makes developing numerical models on the GPUs much easier. Castro et al.

[2011] reviewed their work of accelerating NSWE for simulating shallow flows with the GPUs on

both structured and unstructured mesh. The NVIDIA GeForce GTX 260 GPU and GeForce GTX

280 they used for testing the structured mesh gave ∼ 22 and ∼ 25 speed-ups respectively (all

versus one CPU core). For the unstructured mesh, the NVIDIA GeForce GTX 260 GPU gave a

lower speed-up of around 13 while a more powerful GPU, NVIDIA GeForce GTX 480, showed

a speed-up of ∼ 40. Smith and Liang [2013] also reported a new software that accelerates the
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2D shallow-flow simulation. Their code used a second-order accurate Godunov-type MUSCL-

Hancock scheme with an HLLC Riemann solver. The speed-ups were 6.7 for a NVIDIA Tesla

M2075 GPU versus an Intel Xeon E5-2609 2.40 GHz quad-core CPU (all four cores used) and 4.2

for an AMD FirePro V7800 GPU versus the same CPU. Lacasta et al. [2015] tested and evaluated

a GPU-accelerated 2D NSWE solver on unstructured meshes by simulating a rainfall/runoff event.

The test showed 13.47 and 32.07 speed-ups for a NVIDIA Tesla c2075 GPU and a NVIDIA Titan

Black GPU respectively, versus a last generation Intel Core i7 4770 @3.40 GHz CPU. Other rel-

evant studies include those of Acuña and Aoki [2009], De La Asunción et al. [2011], Brodtkorb

et al. [2012], de la Asunción et al. [2013], and De La Asunción et al. [2016].

5.2.3 Can We Utilize Both Approaches?

A tsunami model that is parallelized on better hardware but does not use AMR (such as models

surveyed in section 5.2.2) might be too computationally expensive if a transoceanic tsunami prop-

agation needs to be modeled. Can we utilize both approaches introduced above? This means we

need to accelerate an AMR code on the GPU. The complexity of the AMR algorithm and data

structure add challenges to the task. There have been some implementations of AMR algorithms

on the GPUs with application to astrophysics. Wang et al. [2010] implemented compressible in-

viscid fluid solvers with block-structured AMR on the GPU using NVIDIA’s CUDA programming

model. The efficiency of their code were showed by comparing its execution time on a Quadro FX

5600 GPU and a single 3 GHz CPU core. They first showed that their solver could achieve ∼ 10

speed-up on uniform grids for a large range of grid size (323 to 2563) since with AMR, a wide

variety of grid sizes can arise. After that, they simulated a 3D cloud disruption case with AMR,

which still got a speed-up of ∼ 8, to show the efficiency of their code even with complex grid hi-

erarchy in AMR. Schive et al. [2010] described a GPU accelerated AMR code called GAMER for

fluid simulation in astrophysics. The hydrodynamic solver used a directional split relaxing total

variation diminishing scheme to solve the Euler Equations and the solver for Poisson Equations

use a Fast Fourier Transfer (FFT) method and the successive overrelaxation (SOR) method. Schive

et al. [2011] further added some directional unsplitting methods on the GPU for the hydrodynamic



www.manaraa.com

88

solver in GAMER. However, very few models for simulating tsunamis with AMR on the GPU

have been developed and this is the goal of this part of the dissertation. One relevant work is the

simulation of landslide-generated tsunamis on the GPUs by de la Asunción and Castro [2017] for

example.

5.3 Overview

Chapter 6 summarizes the AMR and finite volume methods implemented in GeoClaw to the extent

needed to explain the GPU implementation, which is described in 7. Many more details can be

found in previous publications; in particular LeVeque et al. [2011] give an extensive discussion

of the algorithms, along with an overview of tsunami modeling applications, while Berger et al.

[2011] discuss more details of the software, with additional test problems. More references are

summarized in table 5.1.

Chapter 7 presents a CUDA implementation of the patched-based AMR algorithm in GeoClaw,

which has been developed and used to simulate tsunamis on the GPU. The Godunov-type wave-

propagation scheme with 2nd-order limiters is implemented to solve the nonlinear shallow water

system with varying topography. Both canonical Cartesian grid coordinates for modeling tsunamis

in small regions and spherical coordinates for transoceanic tsunami propagation are supported. The

use of AMR adds challenges to the implementation, including dynamic memory structure creation

and manipulation, balanced distribution of computing loads between the CPU and the GPU, and

optimizations to minimize global memory access and maximize arithmetic efficiency in the GPU

kernel.

Chapter 8 begins with the introduction to three metrics that are proposed to evaluate the abso-

lute performance of the model, which shows efficient usage of hardware resources. Two numerical

experiments on the 2011 Japan tsunami and a local tsunami triggered by a hypothetical Mw 7.3

earthquake on the Seattle Fault are then presented to illustrate the correctness and efficiency of the

GPU code, which implements a simplified dimensionally-split version of the algorithms. Both nu-

merical simulations are conducted on sub-regions on a sphere with adaptive grids that adequately

resolve the propagating waves. The GPU implementation, when running on a single GPU, is ob-
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Table 5.1: Some references for different modules in the GeoClaw code.

Module in GeoClaw References

Overall introduction Berger et al. [2011], LeVeque et al. [2011]

Wave propagation algorithm LeVeque [1997]

The regridding process Berger and Rigoutsos [1991]

The refluxing process Berger and LeVeque [1998]

The interpolation and averaging process LeVeque et al. [2011]

The augmented shallow water equations

and riemann solver
George [2006, 2008]

served to be 3.6 to 6.4 times faster than the original model running in parallel on a 16-core CPU.

The chapter ends with conclusions in section 8.3.
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Chapter 6

METHODOLOGY

The nonlinear shallow water equations (NSWE) solved by GeoClaw have been introduced in

section 4.1 and thus are not repeated here. This chapter focuses on introducing the numerical

methods used in GeoClaw for solving the NSWE and the AMR algorithm.

6.1 Finite Volume Methods, Wave Propagation Algorithm and Riemann Solvers

Consider a one-dimensional homogeneous system of hyperbolic equations in conservative form:

qt + f(q)x = 0, (6.1)

where q(x, t) ∈ Rm is a vector of m components representing the unknowns, and f(q) is a m-

dimensional vector of flux functions. The subscripts t and x represent partial derivatives with

respect to time t and space x respectively. In a finite volume method in one-dimensional space,

the spatial domain is subdivided into intervals (often referred to as grid cells). The approximation

to the integral of q over each of these cells is tracked at each time step. Such an approximation at

time tn in the ith cell Ci =
[
xi−1/2, xi+1/2

]
is:

Qn
i =

1

Vi

∫ xi+1/2

xi−1/2

q(x, tn) dx (6.2)

where Vi is the volume of cell Ci (in this case Vi = xi+1/2 − xi−1/2). The wave propagation

algorithm updates the ith cell in time by solving Riemann problems at xi−1/2 and xi+1/2 and using

the resulting wave of the two Riemann problems to determine the numerical update:

Qn+1
i = Qn

i −
∆t

∆x

(
F n
i+1/2 − F n

i−1/2
)
, (6.3)
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where F n
i−1/2 a numerical flux that approximates the time average of the true flux at the left bound-

ary of cell Ci, xi−1/2, during the time interval [tn, tn+1]:

F n
i−1/2 ≈

1

∆t

∫ tn+1

tn

f
(
q
(
xi−1/2, t

))
dt. (6.4)

The Godunov-type method chooses q(xi−1/2, t) = Qi−1/2 in equation (6.4) so the numerical flux is

computed as

F n
i−1/2 =

1

∆t

∫ tn+1

tn

f
(
Qi−1/2

)
dt

= f
(
Qi−1/2

)
,

(6.5)

where Qi−1/2 := Q
(
xi−1/2

)
is the solution state at xi−1/2 determined from solving the Riemann

problem there at tn.

6.1.1 Wave Propagation Algorithm

Equation (6.3) has a nice property that no matter how the numerical fluxes are chosen, the solution

is conservative in the domain (with exception at the boundaries). However, the Riemann solver

used in the current implementation for solving nonlinear shallow water equations incorporates

the source term −ghBx and −ghBy on the right hand side of equation (4.1), which converts the

nonlinear shallow water equations to non-conservative form. As a result, the conservative form

(6.3) cannot be used. A one-dimensional homogeneous system of hyperbolic equations in non-

conservative form can be written as:

qt + A(q)qx = 0, (6.6)

For non-conservative form, the wave propagation algorithm can be used to update the solution,

which replaces equation (6.3) with:

Qn+1
i = Qn

i −
∆t

∆x

(
A+∆Qi−1/2 +A−∆Qi+1/2

)
, (6.7)

where A+∆Qi−1/2 is the net effect of all right-going waves propagating into cell Ci from its left

boundary, and A−∆Qi+1/2 is the net effect of all left-going waves propagating into cell Ci from its
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right boundary. Namely,

A+∆Qi−1/2 =
m∑
p=1

(λp)+Wp
i−1/2, (6.8a)

A−∆Qi+1/2 =
m∑
p=1

(λp)−Wp
i+1/2, (6.8b)

where m is total number of waves, Wp is the pth wave from the Riemann problem, λp is wave

speed of the pth wave, and

(λp)+ = max(λp, 0), (λp)− = min(λp, 0). (6.9)

The notations here are motivated by the linear case where f(q) = Aq. In such a case, the waves

are simply decomposition of the initial jumps into basis form by the eigenvectors of the coefficient

matrix A, propagating at the speed of eigenvalues:

qr − ql =
m∑
p=1

Wp =
m∑
p=1

αprp, (6.10)

where qr and ql are right and left states of the Riemann problem, rp is the pth eigenvector of matrix

A, and αp is coordinate in the direction of rp.

6.1.2 Second-Order Corrections and Wave Limiters

The wave propagation form of Godunov’s method (equation (6.7)) is only first-order accurate and

introduces a great amount of numerical diffusion into the solution. This often smears out the

steep gradients in the solution which are common in surface elevation near shoreline in tsunami

simulation. To obtain second-order resolution and maintain steep gradients, additional terms are

added to equation (6.7):

Qn+1
i = Qn

i −
∆t

∆x

(
A+∆Qi−1/2 +A−∆Qi+1/2

)
− ∆t

∆x

(
F̃ n
i+1/2 − F̃ n

i−1/2

)
.

(6.11)

The second-order correction terms are computed as

F̃ n
i−1/2 =

1

2

m∑
p=1

(
1− ∆t

∆x
|λp|
)
|λp|W̃p

i−1/2, (6.12)
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where the time step index n is dropped and the superscript p refers to the wave family. The wave

W̃p
i−1/2 = Φ(θpi−1/2)W

p
i−1/2 is a limited version of the original wave Wp

i−1/2, where θpi−1/2 is a

scalar that measures the strength of waveWp
i−1/2 relative to waves in the same wave family arising

from a neighboring Riemann problem:

θpi−1/2 =
Wp

I−1/2 · W
p
i−1/2

‖Wp
i−1/2‖

, (6.13)

where the index I represents the interface on the upwind side of interface xi−1/2

I =

i− 1, if λpi−1/2 > 0,

i+ 1, if λpi−1/2 < 0,

(6.14)

Φ(θ) is a limiter function that gives values near 1 where solution is smooth and is close to 0 near dis-

continuities. Such property of a limiter function preserves second-order accuracy in region where

the solution is smooth while avoiding non-physical oscillations arising near the discontinuities.

The MC limiter function used in all the benchmarks in this study is:

Φ(θ) = max(0,min(
1 + θ

2
, 2, 2θ) (6.15)

6.1.3 The Riemann Solver for the Shallow Water Equations

As discussed in previous sections, solving the Riemann problems at cell interfaces is the basis for

updating the solutions in time. In fact, the cost of solving the Riemann problems often dominates

the computational cost of the entire time integration procedure. The Riemann solver used in the

current implementation is an approximate Riemann solver, which returns a set of waves that are

simple discontinuities propagating at constant speeds, whereas the exact Riemann solution might

include rarefaction waves with varying speeds.

The one-dimensional shallow water equations can be written as

ht + µx = 0, (6.16a)

µt + φx + ghBx = 0, (6.16b)



www.manaraa.com

94

where µ = hu is flux of h, φ = hu2 + 1
2
gh2 is flux of momentum. These equations are augmented

to a system of four equations for the Riemann solver and are written in non-conservative form as

equation (6.6), with

q =


h

µ

φ

B

 , A(q) =


0 1 0 0

gh− u2 2u 0 gh

0 gh− u2 2u 2ghu

0 0 0 0

 , (6.17)

The equation for the momentum flux φ can be derived by differentiating φ = µ
h

+ 1
2
gh2 with respect

to t. Introducing this extra component φ allows a more accurate approximation to Riemann prob-

lems with a large rarefaction and a natural entropy fix for transonic rarefactions [George, 2008].

By viewing the topography B(x, t) as a function of space x and time t that does not vary with

time, the source term is eliminated, though we still need to deal with the source term introduced

by friction force and/or other driving forces. Including the topography B into the Riemann solver

is critical in preserving steady state of the ocean even on very coarse grids, which often exists in

AMR.

To solve this non-conservative system, an approximate Riemann solver was developed by

George [2006, 2008, 2011]. Here, only some of the important properties of this Riemann solver

that are critical to tsunami modeling are summarized as below:

• It gives a good approximation to the exact Riemann solution.

• It is well-balanced. Namely, it preserve the state of ocean at rest.

• It can handle dry states in the Riemann problem (left or right state of the Riemann problem

has water depth h = 0).

• It is depth positive semidefinite — the water depth will not be negative in any case.

• It works well in conjunction with AMR.
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6.1.4 Source Terms and Time Step Restrictions

Although the source term introduced by gradient of the topography B is included in the Riemann

solver, and thus does not appear as a source term, additional source terms arise from bottom fric-

tion in shallow water (the second term in the right hand side of equation (4.1b) and (4.1c). This

is handled through operator splitting in the current implementation. Use a one-dimensional hy-

perbolic system as an example. qt + f(q)x = ψ(q, x) can be handled by alternatively solving

qt + f(q)x = 0 with the method introduced in the previous sections, and qt = ψ(q, x), which is

simply a independent system of Ordinary Differential Equations (ODEs).

The time step size ∆t for time integration must be chosen and adapted carefully at each time

step if variable time step is used, which is typical for tsunami modeling. The Courant, Friedrichs

and Lewy (CFL) condition implies that the time step size for a certain AMR level must satisfy

ν ≡
∣∣∣∣s∆t∆x

∣∣∣∣ ≤ 1 (6.18)

where ν is the CFL number and s is the maximum wave speed seen on the grid.

6.1.5 Algorithms in Two-Dimensional Space

A two-dimensional hyperbolic system in non-conservative form

qt + A(q)qx +B(q)qy = 0 (6.19)

is a general extension of the one-dimensional hyperbolic system (equation (6.6)) in two-dimensional

space.

The Godunov-type finite volume algorithms discussed above can be naturally extended to two-

dimensional space by dimensional splitting, which splits the two-dimensional problem into a se-

quence of one-dimensional problems. The wave propagation algorithm now becomes

Q∗ij = Qn
ij −

∆t

∆x

(
A+∆Qi−1/2,j +A−∆Qi+1/2,j

)
− ∆t

∆x

(
F̃ n
i+1/2,j − F̃ n

i−1/2,j

)
,

(6.20)
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Qn+1
ij = Q∗ij −

∆t

∆y

(
B+∆Qi,j−1/2 + B−∆Qi,j+1/2

)
− ∆t

∆y

(
G̃n
i,j+1/2 − G̃n

i,j−1/2

)
,

(6.21)

where A+∆Qi−1/2,j and A−∆Qi+1/2,j are net effect of all waves propagating into cell Cij from

its left and right edges, while F̃ n
i−1/2,j and F̃ n

i+1/2,j are 2nd-order correction fluxes through its left

an right edges. Equation (6.20) is essentially updating solution of the one-dimensional hyperbolic

system

qt + A(q)qx = 0 (6.22)

Similarly, B+∆Qi,j−1/2 and B−∆Qi,j+1/2 are net effect of all waves propagating into cell Cij from

bottom and top edges, while G̃n
i,j−1/2 and G̃n

i,j+1/2 are 2nd-order correction fluxes through its bot-

tom and top edges. Equation (6.21) is essentially updating solution of the one-dimensional hyper-

bolic system

qt +B(q)qy = 0 (6.23)

6.2 Adaptive Mesh Refinement

The block-structured AMR algorithm is used in the 2D model used in chapter 4, which is built on

the GeoClaw software. A brief introduction of the algorithm implemented in GeoClaw is described

in this section. Details can be found in many other papers, including Berger and Oliger [1984] and

Berger and Colella [1989].

In AMR, a collection of rectangular grid patches are used to store the solution. Grid patches at

different levels have different cell sizes. The coarsest grid patches (level 1) cover the entire domain.

Grids patches at level l+1 are finer than coarser level l grid patches by integer refinement ratios rlx

and rly in the two spatial directions, ∆xl+1 = ∆xl/rlx,∆y
l+1 = ∆yl/rly, and cover sub-region of

level l grid patches. In this study, the refinement ratios in the two spatial directions are always

taken to be equal, rlx = rly. Typically, the time step size is also refined the same factor for level l+1

grid patches, ∆tl+1 = ∆tl/rlt, with rlt = rlx = rly.
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The high level grid patches are regenerated every K time steps such that they move with fea-

tures in the solution. When level l+1 grid patches need to be regenerated, some cells at level l

are flagged for refinement based on some criterion (in GeoClaw, typically where the amplitude

of the wave is above some specified tolerance, or in specified regions where higher refinement is

required, for example near the target coastal location, or where the wave will affect the solution

in destination during time interval of interest as indicated by the backward adjoint solution[Davis

and LeVeque, 2016]). The flagged cells are then clustered into new rectangular grid patches, which

usually include some cells that are not flagged as well, using an algorithm proposed by Berger and

Rigoutsos [1991]. The algorithm tries to keep a balance between minimizing the number of grid

patches and minimizing the number of unflagged cells that are included in the resulting rectangu-

lar grid patches. The newly generated level l+1 grid patches get their initial solution from either

copying data from existing old level l+1 grid patches or, if no such grid patch exists, interpolating

from level l grid patches. We say the level l+1 patch cells are “on top” of some level l cells that

cover the same spatial region. Note that the algorithm described below integrates the underlying

level l grid patches before the level l+ 1 patches. After updating the finer patches, any level l cells

under level l+ 1 cells have their values updated to the average of level l+ 1 cell values. After each

regridding step, the new level l + 1 patches need not cover the same level l cells as previously.

6.2.1 Time Integration

Each grid patch in the AMR grid hierarchy, despite different resolution, can be integrated in time

with the wave-propagation form of Godunov’s method described in the previous section. Specif-

ically, the following steps are applied recursively, starting from the coarsest grid patches at level

l = 1, as illustrated in a simple case in Figure 6.1.

1. Advance the solution in all level l grid patches at tn by one step of length ∆tl to get solution

at tn + ∆tl.

2. Fill the ghost cells for all level l+1 grid patches, by either copying cell values from adjacent

level l + 1 grid patches if any exists, or interpolating in space and time from the cell values
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at level l at tn and tn + ∆tl if no adjacent level l+ 1 grid patch exists. Note that interpolation

in time is generally required because the finer grids are integrated with smaller time steps.

3. Advance the solution at level l + 1 for rlt time steps such that solution at level l + 1 is at the

same time as solution at level l. Each time level l+ 1 is advanced, this entire algorithm (step

1–5) is applied recursively to the next finer level (with l replaced by l + 1 in these steps) if

additional level(s) exist.

4. For any grid cell at level l that is covered by level l + 1 grid cells, the solution Q in that cell

is replaced with an appropriate weighted average of the values from the rlxr
l
y level l+ 1 cells

on top. This is referred to below as the updating process.

5. For any grid cell at level l that is adjacent to level l + 1 grid cells, the solution Q in that cell

is adjusted to replace the value originally computed using fluxes found on level l with the

potentially more accurate value obtained by using level l + 1 fluxes on the side of this cell

adjacent to the level l + 1 patch. This step also preserves conservation for certain problems

and is referred to below as the refluxing process. (This step is dropped in our implementation,

see below.)

Step 5 is important for some problems where exact conservation is expected, e.g., of a con-

served tracer or for strong shock waves in nonlinear problems, and is necessary in this case to

avoid the use of different numerical fluxes at the same interface on the side of the fine patch and

the side where it abuts a coarser grid. However, this step requires storing additional flux infor-

mation at every time step and communicating this information between levels and was found to

have a large negative effect on the ability to speed up the code on the GPU. We also found that

this refluxing step has very little effect on the numerical results obtained for tsunami modeling (as

shown in Section 8.1). In this application we do not expect conservation of momentum at any rate

(due to the topographic and friction source terms) and even conservation of mass is sacrificed when

AMR is applied to a cell near the coast (as described in LeVeque et al. [2011]). For these reasons

we omit Step 5 in the GPU implementation. This greatly helps to optimize the logistics of the
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Figure 6.1: Advancing the coarsest level by one time step, for a AMR hierarchy with 3 levels of

grid patches. The refinement ratio is 2 for both level l = 1 and level l = 2. Each black horizontal

arrow in a solid line represents taking one time step on a specific level. Each blue vertical arrow

in a dashed line represents one updating process that averages the solution from a fine level to a

coarse level and refluxing process that preserves global conservation. The numbers from (1) to

(10) describe the orders in which all operations are taken.

code and achieve very impressive performance in the benchmark problems, while only introducing

negligible changes to the solution.

6.2.2 Regridding

Every time a level is advanced by b time steps, regridding based on this level is conducted (except

on the finest allowed level). A larger b results in less frequent regridding, which reduces time

spent on the regridding process. However, in order to ensure the waves in the solution do not

propagate beyond the refined region before the next regridding process, when cells are flagged for

refinement, usually an extra layer of b cells surrounding the original flagged cells are flagged. This

makes each grid patch 2b cells wider in each of the two horizontal dimensions and thus introduces

more cells, which increases the computational time of time integration. As both the regridding

process and time integration process contribute to the total running time, a trade-off must be made
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in order to lower the total running time when choosing a good value for b, as discussed in Qin et al.

[2018a]. However, it is in general hard to determine the “sweet spot“ for b as the running time for

the regridding process depends on the flagging criteria being chosen while the running time for the

time integration process depends on the equations being solved. Typically, b is chosen empirically

as 2–4 in tsunami modeling.

In the regridding process, cells must be flagged before they are clustered into new grid patches.

A variety of different flagging criteria have been implemented, including flagging based on the

slope of the sea surface, sea surface elevation, or adjoint methods. For all the benchmarks in this

study, the sea surface elevation is used for flagging. In addition to this, some spatio-temporal re-

gions might also be specified to enforce flagging in these regions, which is very useful for problems

where both the transoceanic propagation and local inundation of a tsunami must be modeled, and

thus require grid cells that are O(103)–O(104) finer than the coarsest resolution in some near shore

regions like a harbor or bay.

During regridding, if a newly generated grid cell cannot copy values from old cells at the same

level, its initial value must be interpolated from coarser levels. In the updating process, coarse

cell values get updated with the appropriate averaged value of fine grid cells on top. An important

requirement for both the interpolation and averaging strategies in tsunami modeling is to maintain

the steady state of the ocean at rest, since refinement generally occurs before the tsunami waves

arrive in an undisturbed area of the ocean. For areas far from shoreline, the interpolation strategy

can be simple linear interpolation and the averaging strategy used is averaging the surface elevation

in fine cell values arithmetically and then compute depth in each cell based on the topography and

surface elevation. However, near the shoreline where one or more cells is dry, it is impossible to

maintain conservation of mass and also preserve the flat sea surface during the interpolation or

averaging in some circumstances. Details of the strategies can be found in LeVeque et al. [2011].

6.2.3 Interpolation and Averaging Strategies for Interpolation and Updating Process

During regridding, if a newly generated grid cell cannot copy values from old cells at the same

level, its initial value must be interpolated from coarser levels. In the updating process, coarse cell
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values get updated with the appropriate averaged value of fine grid cells on top.

An important requirement for the interpolation and averaging strategies in tsunami modeling

is to maintain the steady state of the ocean at rest, since refinement generally occurs before the

tsunami waves arrive in an undisturbed area of the ocean. For areas far from shoreline, the interpo-

lation strategy can be simple linear interpolation and the averaging strategy used is averaging the

surface elevation in fine cell values arithmetically and then compute depth in each cell based on

the topography and surface elevation. However, near the shoreline where one or more cells is dry,

it is impossible to maintain conservation of mass and also preserve the flat sea surface during the

interpolation or averaging in some circumstances. The conservation of mass has to be sacrificed

to keep the flat sea surface, since otherwise a tiny resulting gradient in sea surface will generate

spurious waves that ruin the solution quickly. The current code has adopted interpolation and aver-

aging strategies that conserve the mass except possibly near the shoreline. The momentum is also

conserved when the mass is conserved. Details of the strategies can be found in LeVeque et al.

[2011].

6.2.4 Refluxing Process

In the updating process introduced in section 6.2.1, any coarse-grid cell that is covered by fine-

grid cells is overwritten by some weighted average of the more accurate fine-grid values using

the averaging strategy introduced in section 6.2.3. This potentially causes loss of conservation at

the coarse level since a fine-grid cell near find-grid boundary (coarse-fine interface) were updated

with the waves from solving Riemann problems between it and a neighboring ghost cell at the

same level, while the coarse cell below were updated with different waves that were from Riemann

problems between coarse cells. To fix this, a conservation fix must be added to the coarse cell that

is under the neighboring fine ghost cell. This is referred to as refluxing process hereafter.

Figure 6.2 shows an example of a fine grid patch nested in a coarse grid patch. In the refluxing

process, the coarse-grid cell Cij must be modified, for instance, by the following three quantities:

1. the difference between the wave at coarse level that propagates into cell Cij and all waves at
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Figure 6.2: One coarse AMR grid patch (pink) and one nested fine AMR grid patch (cyan). The

fine grid patch has 4 by 6 internal cells with 2 ghost cells (denoted by dashed lines) on each side.

i and j are indices for coarse-grid cells in x and y direction. m and b are indices for fine-grid cells

in x and y direction. The refinement ratios in space and time are both 2.

fine level that propagate into cell Cm+1,b and cell Cm+1,b+1 within this coarse time step.

2. the waves from solving the Riemann problems between cell Cij and cell Cm+1,b, and between

cell Cij and cell Cm+1,b+1, at two intermediate fine time steps.

3. the difference between the second-order correction fluxes through cell edge xi−1/2 at the

coarse level and those through the same cell edge at the fine level within this coarse time

step.

Note that since fine level typically takes many time steps within each coarse-level step, waves

and second-order correction fluxes at fine level at the coarse-fine interface at each intermediate step
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must be saved. Also, to solve the extra Riemann problem at the coarse-fine interface at each inter-

mediate time step, the relevant coarse-cell values and fine-cell values must be saved. These works,

although not as costly as time integration of the solution, contain a relatively large portion of di-

vergent branching along the execution path. Such types of work, if put on the GPU, usually cannot

get good performance, due to the fact that each GPU kernel launch has a roughly fixed amount of

overhead, and that branching in the GPU kernel code can hurt its performance significantly. On

the other hand, performing the refluxing process on the CPU while doing the time integration on

the GPU requires either transferring 4 entire arrays of waves (left-going, right-going, up-going,

down-going waves) for each grid patch back to the CPU, which is 4 times more expensive than

transferring grid solution only, or transferring only the relevant waves near the coarse-fine inter-

face for each grid patch, which are discontiguous in the memory and thus not cheap to transfer.

A previous implementation of a similar AMR framework shows the complexity and performance

decrease introduced by performing all these operations for refluxing [Qin et al., 2018a]. For these

reasons, and given the fact that the mass and momentum are not conservative near the shoreline,

the refluxing process is not performed in all the benchmarks in this study. This greatly helps to op-

timize the logistics of the code, achieve very impressive performance in the benchmark problems,

while only introduces negligible inaccuracy to the solution, as shown later in chapter 8.
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Chapter 7

CODE DESIGN AND IMPLEMENTATION - A HYBRID CPU/GPU
APPROACH

One very basic question to answer in designing a GPU implementation of some code is which

part of the program should be done by the CPU and which part should be done by the GPU. In the

current implementation we have put the Riemann solvers, wave limiter and CFL reduction on the

GPU while letting the CPU take care of the rest, including the updating process, regridding process,

filling ghost cells, and updating gauge values (finding the best grid patch to sample quantities

of interest from, interpolating from cell values, and output), etc. Since the GPU and the CPU

considered in the study have separate physical memory, this design requires the transfer of solution

data on each grid patch back and forth between the GPU and CPU memory through a PCI express

2.0 interface, which has relatively low bandwidth compared to the main memory of the CPU and

the GPU. However, as it is shown later in the benchmark results, the extra time introduced by such

data transfer takes less than 10% of the total running time, since these operations can be carefully

hidden by performing other operations concurrently.

If we instead put all procedures on the GPU, although it might save time by eliminating much of

the data transfer, the code might suffer from having tiny GPU kernels that add significant overhead

to the running time, and running inefficient GPU kernels that can be even slower than the CPU

counterpart. One example is filling ghost cells on the GPU. Each GPU kernel that fills ghost cells

for a two-dimensional grid patch of a by a cells can have parallelism of O(a) at most (2a ghost

cells to fill on each side), which is much less than the parallelism exposed in time integration of

the same grid patch, which has parallelism of O(a2) and often involves much more computation.

The overhead of launching a GPU kernel is almost a fixed amount of time regardless of the actual

execution time of the kernel. This overhead is often much longer than the execution time of a
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tiny GPU kernel like the GPU kernel that would be needed for filling ghost cells. As a result,

the total cost (including kernel launching overhead and kernel execution) of doing such operations

on the GPU can be even higher than the cost of doing so on the CPU in some cases. In addition

to the consideration from kernel launching overhead, code that puts all procedures on the GPU

wastes CPU computational resources. Since a typical machine considered in this study consists

of a multi-core CPU and a GPU, ideally the work load of the entire program would be distributed

between the two as evenly as possible, such that the CPU stays busy as much as possible during

the entire execution and so does the GPU. In chapter 8, one metric is proposed to measure such

characteristics of a code in numerical experiments.

7.1 Procedure Dependencies and Concurrent Execution

Figure 7.1 shows the major procedures of the code that are hearafter referred to as the non-AMR

portion of the code. (Omitted are the regridding process and updating process, essential compo-

nents of AMR.) An arrow from procedure A to procedure B indicates that procedure A must be

finished before procedure B can start. The color indicates the type of hardware resource a pro-

cedure needs. The four colors represent four major types of hardware resource involved in the

execution of the code. A blue block uses one CPU core, a green block uses the GPU Streaming

Multiprocessors, a red block uses the memory transfer engine that transfers the data from the CPU

memory to the GPU memory, and a purple block uses the memory transfer engine that transfers

data in the opposite way. Note that these are separate transfer engines but there is only one of each.

Any two procedures without dependency can be done concurrently as long as relevant hardware

resources are available. The dependencies in the current implementation are enforced through a

combination of rearrangement of CPU procedures and GPU kernel launches, use of OpenMP di-

rectives and CUDA streams, and proper synchronization between CPU threads and between the

CPU and the GPU.

Figure 7.2 shows an example of these procedures being processed concurrently by four types

of hardware on a machine with a three-core CPU. Procedures follow the dependency specified in

figure 7.1. Procedures that use the same hardware resource must wait in queue for the hardware to
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become available. Note that procedures that needs CPU cores can use any available CPU core so

those processed by different CPU cores can be executed concurrently.

In figure 7.2, during the entire time period when the red block for grid patch 12 is processed by

one of the two memory transfer engines, the GPU Streaming Multiprocessors are processing the

green block for grid patch 14. In this case, transferring the solution data of grid patch 12 from the

CPU memory to the GPU memory does not induce any extra cost. During some middle time period

of the red block for grid 14, however, no GPU computation is conducted so the GPU Streaming

Multiprocessors are idle, which can be caused by unavailability of data on the GPU, for instance.

This time segment does induce extra cost due to transferring data between the CPU memory and

the GPU memory. Later in chapter 8, such extra cost will be quantified to reveal the influence of

transferring data between the CPU memory and the GPU memory on performance of the code.

Two additional metrics will also be defined and measured later in chapter 8, the proportion of time

during which the CPU has some work to do instead of waiting for the GPU to finish, and the

proportion of time during which GPU Streaming Multiprocessors are doing computations.
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Figure 7.1: Dependency graph of some major procedures in non-AMR portion of the code. The

color indicates the hardware resource a procedure requires.
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Figure 7.2: An example of different procedures in non-AMR portion of the code running concur-

rently along the timeline.
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7.2 Memory Pool

During regridding, new grid patches are generated and old ones are destroyed. New memory must

be allocated on both the CPU and the GPU for storing solution data and auxiliary data for the new

grid patches, while old memory for removed grid patches must be freed. The total overhead of call-

ing the CUDA runtime library to conduct these frequent memory operations cannot be neglected,

and can even dominate execution of the code sometimes when grid patches are so small that the

overhead is expensive relative to the time spent advancing the solution on grid patches. To save the

cost of such frequent memory operations, a memory pool is implemented, which requests a huge

chunk of memory from the system by calling the CUDA runtime library at the initial time, keeping

it until the end of execution, and getting more chunks when needed. All memory allocation and

deallocation requests from the code are then through this memory pool at much less cost, with no

need to actually allocate/free system memory.

7.3 GPU Kernels for the Solver

7.3.1 The CUDA Programming Model

The current implementation is based on the CUDA programming model and targeted Nvidia GPUs.

The architecture of Nvidia GPUs as well as explanation of the CUDA programming model are

detailed in the Nvidia CUDA C programming guide [NVIDIA]. Here only a brief review is given

to provide sufficient knowledge for understanding the implementation details introduced in this

section.

In the CUDA programming model, each function that is written to run on the GPU is called a

CUDA kernel (or GPU kernel). The code in a CUDA kernel specifies a set of instructions to be

executed by multiple CUDA threads in parallel. The code can specify that some of the instructions

should be executed by a certain group of threads but not the others. All threads assigned to execute

a CUDA kernel are grouped into CUDA blocks. All such CUDA blocks then form a CUDA grid.

CUDA blocks are independent of each other, can be sent to different Streaming Multiprocessors,

and run concurrently. During the execution of a CUDA kernel, each thread is provided with in-
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formation regarding which CUDA block and which thread within that block it is. Based on this

information, each thread can perform its own set of instructions on a specific portion of the data.

The GPU has many different types of hardware for data storage. The three relevant types here

are registers, shared memory and main memory. The registers are the fastest storage and have

very low access latency but each Streaming Multiprocessor has a very limited number of registers.

Each thread is assigned its own registers and thus can only access its own registers (unless special

instructions are used).

The shared memory has relatively slower bandwidth and longer access latency than the registers

but its bandwidth is still much faster than that of the main memory and access latency is also

much shorter than that of the main memory. Each CUDA block is assigned a specified amount

of shared memory, which is accessible by all CUDA threads in the CUDA block. The quantity

of registers and shared memory in the Streaming Multiprocessor is limited and fixed. As a result,

number of CUDA blocks that can reside in a Streaming Multiprocessor at the same time is limited

by total number of registers and the amount of shared memory these CUDA blocks request. If

too few CUDA blocks can reside in a Streaming Multiprocessor at the same time, the Streaming

Multiprocessor has low occupancy and thus runs the CUDA kernel less efficiently. For this reason,

it is important to minimize the number of registers used by each thread and the amount of shared

memory used by each CUDA block when the CUDA kernel is designed.

The main memory is located the farthest from the chip and thus has the lowest bandwidth

and the longest access latency. In principle, a CUDA kernel should have a minimal number of

read and writes to main memory, especially given the fact that stencil computations for partial

differential equations are often memory bandwidth bound. A simple idea in CUDA kernel design

is to load all data as efficiently as possible from the main memory to the shared memory, conduct all

computations using the shared memory as a buffer to avoid unnecessary accesses of main memory,

and then write new data back to the main memory. However, this often causes too much shared

memory usage for each CUDA block and results in very inefficient execution of the CUDA kernel.
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7.3.2 Data Layout

Every 32 threads within a CUDA block are grouped as a warp, which executes the same instruction

at the same time, including memory load and write operations. The hardware can execute memory

request from all threads in a warp most efficiently if they access a contiguous piece of memory. This

is called a coalesced access. Such characteristic of the GPU hardware makes Structures-of-Arrays

(SoA) preferable over Arrays-of-Structures (AoS). With SoA layout, the same state variables, e.g.

water depth h, on the entire grid patch are stored contiguously in memory, whereas with AoS

format, all state variables within the same grid cell are stored contiguously in memory. Such a

data layout results in strided access of the GPU memory. Namely, consecutive CUDA threads

will access memory locations that are not consecutive. This can greatly reduce effective memory

bandwidth since memory accesses cannot be coalesced.

The current implementation contributes to the Clawpack eco-system [Mandli et al., 2016],

which uses an AoS layout since Fortran arrays are dimensioned so that q(m, i, j) is the mth com-

ponent (depth or momenta) in the (i, j) grid cell. However, many applications within the Clawpack

eco-system will be affected if the AoS data layout is changed. Thus this work continues to use the

AoS layout in the current implementation. In the first half of the dimensional splitting method, the

CUDA kernel that solves the equation in the x direction reads in data in AoS but writes intermedi-

ate solution data in SoA, which is coalesced. The CUDA kernel that solves the equation in the y

direction then reads in data in SoA layout in a coalesced manner and writes new solution back in

AoS layout.

7.3.3 CUDA Kernel Implementations

In designing a CUDA kernel, one essential goal is to assign computational tasks to each thread. To

perform time integration on gird patches with Godunov-type wave-propagation methods, the goal

is to decide how to distribute to each thread the tasks of solving the Riemann problems at each cell

edge, limiting waves, and updating cell values.

Figure 7.3 shows a one-dimensional slice of a grid patch along the x direction when the first
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Figure 7.3: A one-dimensional slice of a grid patch along the x direction. The arrows in dashed

lines represent waves from the Riemann problems at the cell edges.

step of the dimensional splitting method is conducted to get the intermediate state Q∗. Updating

cell Cj depends on the two sets of waves at cell edges xj−1/2 and xj+1/2. When waves are limited,

the waves at cell edge xj−1/2 depends on waves at cell edges xj−3/2 and xj+1/2, while the waves at

cell edge xj+1/2 depends on waves at cell edges xj+3/2 and xj−1/2. Any of these waves depends on

the two cell values around them, respectively. As a result, the solution at cell Cj depends on four

neighboring sets of waves, which depend on the 5 cell values around cell Cj (including itself).

If each CUDA thread is assigned to update a cell in this one-dimensional slice, it needs to

solve the four Riemann problems the cell depends on. Redundant work is performed since some

Riemann problems are solved and some waves are limited by neighboring CUDA threads as well.

On the other hand, if each thread is assigned to solve a Riemann problem at one cell edge in this

one-dimensional slice, limit the waves, and then update the two neighboring cells with left- and

right-going waves, the code must carefully avoid data racing since each cell is updated by two

CUDA threads. This typically involves the usage of a synchronization mechanism called lock,

which decreases the execution efficiency of the CUDA kernel.

In the current implementation, a combination of the two ideas above is implemented. Figure

7.4 shows how CUDA threads are first assigned to cell edges for solving Riemann problems and

limiting waves, and then re-assigned to grid cells for updating the solution. Each solid arrow

denotes assigning one CUDA thread on a cell edge. The thin arrows show the initial assignment to

edges, while the thick arrows show the final assignment to cells.

In the first stage, each CUDA thread is assigned to a cell edge to solve the Riemann problem
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Figure 7.4: Assign CUDA threads to grid cells and cell edges.

there. The left and right state for the Riemann problem for a thread is loaded from the main

memory, while resulting waves from the Riemann problem are written into the shared memory. In

the second stage, each CUDA thread limits its waves to get correction fluxes at the cell edge it is

assigned to. This requires reading waves from the two neighboring edges, which were produced

by the two neighboring CUDA threads and stored in the shared memory. Each thread then writes

the limited waves (correction fluxes) back to the shared memory.

In the last stage, each CUDA thread is assigned to update a cell (thick arrows). At this time,

each thread already has left-going waves and correction fluxes at the right edge of its cell in its

registers, which can be directly applied to update the cell value. The right-going waves and correc-

tion fluxes at the left edge of the same cell was produced by its left neighboring thread, and were

stored in the shared memory in the last stage. Thus each thread needs to read in these waves and

fluxes from the shared memory and apply them to update the cell it is assigned to. Each thread

then writes the updated value Q∗ back to the main memory. A similar kernel is then conducted for

the second step of dimensional splitting method to get new state Qn+1.

This implementation requires a kernel to read solution data from the main memory only once

at the beginning of the kernel execution and write the updated solution back to the main memory
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only once at the end of the kernel execution. This is done by using only a reasonable number of

GPU registers for each thread and a reasonable amount of shared memory for each CUDA block.

The usage of GPU registers for each CUDA thread only includes storing the state variables for left

and right states of one Riemann problem, waves and wave speeds from one Riemann problem, plus

any extra intermediate variables created during solving the Riemann problem, while the usage of

shared memory only includes waves from one Riemann problem per thread in a CUDA block.
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Chapter 8

EFFICIENT TSUNAMI SIMULATION ON ADAPTIVE GRIDS WITH
THE GPUS

This section is focused on evaluating the performance of the GPU implementation. As test

problems two tsunami modeling problems from recent validation studies were chosen. More details

of the problems and additional comparisons of the results to those obtained using the MOST code,

in simulations performed by the NOAA Center for Tsunami Research (NCTR), are available in

project reports cited below. The first problem uses AMR to model waves propagating across the

ocean from the 2011 Tohoku event, along with fine grid modeling around the tide gauge at Crescent

City, CA. The second problem is a local tsunami from the Seattle Fault, with AMR used to focus

on inundation in a coastal region very close to the fault, so the finest grid levels are activated

immediately. These two problems were chosen as typical examples of different scenarios requiring

AMR with potentially differing overhead.

Two machines for benchmarking the original CPU implementation and two machines for bench-

marking the current GPU implementation are listed as below.

1. A single Nvidia Kepler K20x GPU with a 16-core AMD Opteron 6274 CPU running at 2.2

GHz as the host.

2. A single Nvidia TITAN X (Pascal) GPU with a 20-core Intel E5-2698 CPU running at 2.2

GHz as the host (but only 16 CPU threads are used for fair comparison with others).

3. A single 16-core AMD Opteron 6274 CPU running at 2.2 GHz.

4. A single 16-core Intel Xeon E-2650 CPU running at 2.0 GHz.
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As shown in the previous sections, computational tasks are partially done on the CPU and partially

done on the GPU in the GPU implementation. In the benchmarks, the CPU implementation al-

ways runs in parallel with 16 OpenMP threads, using 16 CPU cores. The CPU part of the GPU

implementation are also always processed in parallel by 16 OpenMP threads, using 16 CPU cores.

The GPU implementation solves the benchmark problems on machine 1 and 2 while the CPU im-

plementation solves the same benchmark problem on machine 3 and 4. Note that machine 1 and

machine 3 have the same AMD CPU while machine 2 and machine 4 have similar Intel CPU. Thus

in this section, all speed-ups will be computed by comparing results on machine 1 to results on

machine 3 and comparing results on machine 2 to results on machine 4. All numerical experiments

in this section are conducted with double-precision floating point operations, on both the CPU and

GPU.

Three metrics have been proposed that can be used to measure absolute performance of the

current GPU implementation, which do not require comparing a GPU implementation to a CPU

implementation. Below some quantities used in the definition of the three metrics are first defined.

Along the program execution time line t ∈ R+, define EGPU
i = [tGPUi,start, t

GPU
i,stop] as the time interval

that the ith GPU computation event (e.g. one of the green blocks in figure 7.2) happens. EGPU
i

is essentially a set of all moments that the ith GPU computation event is happening. Similarly,

define ECPU
i , Eh2d

i and Ed2h
i for the ith CPU computation, the ith memory transfer from the CPU

to the GPU memory and the ith memory transfer from the GPU to the CPU memory, respectively.

Then, all time intervals during which the GPU is doing computation, ΩGPU , can be represented

as ΩGPU =
⋃NGPU

i=1 EGPU
i , where

⋃
is the union operation for sets and NGPU is total number

of GPU computation events. Similarly, other three sets of intervals for the other three types of

events are defined. All time intervals during which the CPU is doing computation, ΩCPU , can be

represented as ΩCPU =
⋃NCPU

i=1 ECPU
i , where NCPU is total number of CPU computation events.

All time intervals during which the memory transfer from the CPU memory to the GPU memory

is happening, Ωh2d, can be represented as Ωh2d =
⋃Nh2d

i=1 Eh2d
i , where Nh2d is total number of such

memory transfers. All timer intervals during which the memory transfer from the GPU memory

to the CPU memory is happening, Ωd2h, can be represented as Ωd2h =
⋃Nd2h

i=1 Ed2h
i .where Nd2h is
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total number of such memory transfers. Lastly, define Etotal = [tstart, tend] as the time interval that

the entire program runs.

The first metric measures the proportion of time during which the GPU is doing computation,

defined as

P1 =
|ΩGPU |
|Etotal|

, (8.1)

where |Ω| represents size of the set Ω, which essentially computes the total length of all time

intervals in Ω in this case. Similarly, the second metric is defined as

P2 =
|ΩCPU |
|Etotal|

, (8.2)

which measures proportion of time during which the CPU is doing computation. The last metric

measures the proportion of extra time introduced by transferring data between the CPU memory

and the GPU memory

P3 =
|Ωh2d

⋃
Ωd2h − ΩCPU

⋃
ΩGPU |

E|total|
, (8.3)

where − is the subtract operation for sets. For two sets A and B, A−B denotes all elements in A

but not in B.

8.1 2011 Japan Tsunami

8.1.1 Problem Setup

The first benchmark problem is the 2011 Japan tsunami, which was triggered by an earthquake of

magnitude 9.0-9.1 off the Pacific coast of Tohoku, occurred at 14:46 JST (05:46 UTC) on Friday

March 11th, 2011. The earthquake source deformation files were obtained from NCTR and were

converted to deformation information on uniform lat-long grids for use in our implementation. This

test problem was studied as part of project funded by NCTR to validate GeoClaw for potential

future use in the US Tsunami Warning Centers, and more details of this simulation along with

comparisons for several other tide gauge locations and for other historical tsunamis can be found

in the project report [Adams and LeVeque, 2017].
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The computational domain is from longitude−240 to−100 and latitude−31 to 65 in spherical

coordinates, with structured quadrilateral grid cells. Three levels of refinement are set across the

ocean and around the source region (before getting close to the destination). Starting from the

coarsest level (level 1) that has a resolution of 2 degrees, the refinement ratios are 5 and 6, giving

a resolution of 25 minutes on level 2 and 4 minutes on level 3. A refinement tolerance parameter

can be specified to guide the mesh refinement. The smaller this parameter is set, the more likely

the grid will be refined to the highest level allowed in a particular region. The refinement tolerance

parameter is chosen to be the wave amplitude and is set to 0.005 meter. Thus, if a region is allowed

to use any of the choices above (2 degree, 24 minute, 4 minute), the region will be refined up to a

maximum of level 3 when the amplitude of a wave is higher than 0.005. In addition to specifying

a tolerance for flagging individual cells, regions of the domain can be specified so that all cells in

the region, over some time interval also specified, will be refined to at least some level and at most

some level. In the simulation, the three refinement levels mentioned above are allowed in the entire

region, with other constraints in specific sub-regions. In the first 7 hours after the earthquake, a

4-minute resolution (level 3) in the region from longitude −231 to −170 and from latitude 18 to

62 is enforced. This is reverted to the choices of 2 degrees or 24 minutes after 7 hours when the

wave amplitudes are below the tolerance. Then moving onward toward the destination, a 4-minute

resolution in the region from longitude−170 to−120 and from latitude 18 to 62 is enforced starting

at 7 hours till the end of the 13-hour simulation. A combination of the tolerance-based refinement

and manually enforced refinement is used here since whether the waves are well resolved in some

regions in the domain will not affect our location of interest and within our time range of interest.

For instance, in Figure 8.2, the waves at bottom center (near Australia) will not affect our location

of interest (point 2) until approximately two days later. As a result, enforcing those region to have

relative coarse grid after a certain time saves us a huge amount of computational cost. If only the

tolerance-based refinement is used, those area will end up being refined for much longer time, and

to much finer level. The choice of such refined region are based on practical tsunami modeling

experience. A new variant of the code is under development that uses the solution of an adjoint

problem to better guide the adaptive refinement and automatically determine what waves in the
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Figure 8.1: Three refinement regions around Crescent city with higher resolution and location of

gauge 2. Red: level 4, 1-minute resolution; Blue: level 5, 12-second resolution; White: level 6,

2-second resolution.

forward solution at any regridding time can potentially affect the solution in the target region of

interest [Davis and LeVeque, 2016].

Near Crescent City, the destination of interest, three higher higher levels of refinement regions

are enforced to resolve for smaller-scale flow features near the coast:

1. Level 4 with 1-minute resolution is enforced starting from 8 hours after the earthquake, in

the region from longitude −126.995 to −123.535 and from latitude 40.515 to 44.495.

2. Level 5 with 12-second resolution is enforced starting from 8 hours after the earthquake, in

the region from longitude −124.6 to −124.05 and from latitude 41.502 to 41.998.

3. Level 6 with 2-second resolution is enforced starting from 8.5 hours after the earthquake, in

the region from longitude −124.234 to −124.143 and from latitude 41.717 to 41.783.

Figure 8.1 shows the three refinement regions as well as location of gauge 2, where the time series

of water surface elevation is recorded.
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To ensure solution data on an entire grid patch can fit into the cache of the CPU for data locality,

the size of each grid patch is limited to 128 by 128 for both the GPU and CPU cases. The Godunov-

type dimensional splitting scheme is used with second-order MC limiter applied to the waves. The

problem is simulated for a simulation time of 13 hours.

8.1.2 Simulation Results

Figure 8.2 and Figure 8.3 show snapshots during the simulation for the entire computational do-

main and near Crescent city, colored by ζ(x, y, t) defined as

ζ(x, y, t) =

h(x, y, t), if B(x, y) > 0 (the flow depth),

h(x, y, t) +B(x, y), if B(x, y) ≤ 0 (η, water surface elevation).
(8.4)

During the tsunami, wave height data were recorded at 4 DART buoys (Deep-ocean Assessment

and Reporting of Tsunamis) near the earthquake source, the locations of which are shown in Figure

8.4. The blue rectangle in the figure indicates the extent of the earthquake source. However, most

of the sea floor deformation is inside the red rectangular region, where one-minute topography files

are used to make sure the region is well resolved. The wave heights predicted by the current GPU

implementation at the 4 DART buoys are shown in figure 8.5 and compared against observed data.

The comparison shows the predicted results agree quite well with observed data at the 4 DART

buoys.

Recall that the current implementation uses a dimensional splitting scheme with no refluxing.

To show that this simplification gives comparable results to the original GeoClaw code, Figure

8.6 gives time series of surface elevation recorded at a tide gauge near Crescent City, California,

United States, during the 2011 Japan Tsunami. The observation has been detided by subtracting the

predicted tide level from it to remove the influence of tide level. Sample result from another well-

known tsunami model MOST [Titov and Gonzalez, 1997] have also been included for comparison.

The comparison shows that a simplified GeoClaw CPU code that implements such a dimensional

splitting scheme with no refluxing gives very close results to those produced by the original Geo-

Claw and agree well with another model and observed data. The current GPU implementation
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Figure 8.2: ζ(x, y, t) at 5.5 hours and 9.5 hours after the Japan 2011 earthquake.
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Figure 8.3: ζ(x, y, t) at 9.25 hours and 9.75 hours after the Japan 2011 earthquake, zoomed in near

Crescent city.
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Figure 8.4: Japan 2011 earthquake source and DART buoys locations. The coordinates for each

DART buoys are: 1) gauge 21401, longitude−207.417, latitude 42.617; 2) gauge 21413, longitude

−207.883, latitude 30.515; 3) gauge 21418, longitude −211.306, latitude 38.711; 4) gauge 21419,

longitude −204.264, latitude 44.455.

gives identical results to this simplified version of the original GeoClaw and is not shown in the

Figure. Table 8.1 shows the total number of cell updates and the total number of the time steps

taken on each AMR level for the simulation of the Japan 2011 tsunami. Note that a big portion of

the computational cost is spent on level 3 grid patches, which cover a large area in the middle of

the Pacific ocean. Although level 3 grid patches are advanced for only approximately 5000 time

steps, the total number of cell updates on this level is still larger than on level 6 grid patches, which

are advanced almost 4 times more often but cover a much smaller region and have fewer cells. One

limitation of the current implementation is that the total number of cells allowed on each AMR

level is limited by the amount of the GPU memory, which is typically smaller than that of the host

CPU machine. The refinement ratio and criteria in both numerical experiments in this chapter have
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Table 8.1: Total number of cell updates and total number of the time steps taken on each AMR

level for the simulation of Japan 2011 tsunami.

AMR level Total number of cell updates Total number of the time steps taken

1 5.44E+05 162

2 4.44E+07 877

3 6.94E+09 5024

4 3.52E+08 5330

5 4.17E+08 10472

6 6.92E+08 18544

Total 8.45E+09 40409

been carefully chosen such that number of cells on each level never goes beyond the limit of GPU

memory during the simulation.

Figure 8.7 shows total running time and proportion of the three components on 4 machines. The

total speed-ups are 4.3 on machine 1 and 6.4 on machine 2 for the current GPU implementation.

Note that since time spent on the non-AMR portion decreases on machine 1 and 2, the cost for

regridding and updating take up larger portion of the total run time. However, one could still only

gain a very limited additional performance increase if the regridding and updating processes were

implemented on the GPU. Amdahl’s law states theoretical speed-up of the execution of a whole

program is

S(s) =
1

(1− p) + p
s

, (8.5)

where S is theoretical speed-up of the execution of the whole program, s is the speed-up of the

portion that is accelerated, p is proportion of total running time that the accelerated portion takes.

Further more, one has S(s) ≤ 1
1−p , where the equality is achieved when s approaches∞ in equa-

tion (8.5). From Amdahl’s law, even if the regridding and updating processes are implemented

on the GPU and are accelerated infinitely, the entire program only get roughly 1.2 speed-up on
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Table 8.2: The three metrics measured from simulating the Japan 2011 tsunami on machine 1 and

machine 2.

machine 1 machine 2

P1 46.92% 64.20%

P2 84.50% 79.30%

P3 3.98% 2.90%

machine 1 and 2.

Table 8.2 shows the three metrics for the current GPU implementation running on machine 1

and machine 2 when the Japan 2011 tsunami is simulated. The proportion of GPU computation

(P1) reaches about 50% on machine 1 and a higher percentage of 64% on machine 2. This could be

due to the fact that machine 2 has a newer GPU which has much lower overhead for kernel launch

and memory transfer. The proportion of CPU computation (P2) are around 80% for both machines.

In other words, during 20% of the total running time, the CPU is idle. P3, the extra time introduced

by transferring data between the CPU and the GPU memory, is less than 5% for both machines.

This shows that even if the data can be transferred infinitely fast between the CPU and the GPU

memory so the data transfer has no effect on execution time at all, the total running time of the

entire program can be reduced by at most 5%. Thus having to transfer data between the CPU and

the GPU memory is not a critical issue that affects the performance of the code.
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Figure 8.5: Water surface elevation at 4 DART buoys. From top to bottom: gauge 21401, gauge

21413, gauge 21418, gauge 21419.
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Figure 8.6: Water surface elevation at gauge 2 (location: longitude −124.1840, latitude 41.7451)

near Crescent city. Time series from the MOST model are shifted by 6 minutes. All other time

series from numerical results are shifted by 6.5 minutes.

453.49
203

1931.8
1306.7

machine 1
machine 2
machine 3
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0 500 1000 1500 2000

non-AMR portion regridding updating

Figure 8.7: Wall time (in seconds) of entire program on simulating the Japan 2011 tsunami, for

original CPU implementation running on machine 3 and machine 4, and the current GPU imple-

mentation running on machine 1 and machine 2.
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8.2 A Local Tsunami Triggered by Near-Field Sources

8.2.1 Problem Setup

The second benchmark problem is the modeling of a local tsunami that is triggered by a near-field

earthquake, which typically hits the shoreline much earlier than a tsunami triggered by a far-field

earthquake. The tsunami is triggered by a hypothetical Mw 7.3 earthquake on the Seattle Fault,

which cuts across Puget Sound (through Seattle and Bainbridge Island, see figure 8.8) and can cre-

ate a tsunami that can cause significant inundation and high currents in some coastal communities

around the Puget Sound. The event was designed to model an earthquake that occurred roughly

1100 years ago, and for which geologic data is available for the uplift or subsidence at several

locations. Here, the focus is on modeling this local tsunami and predicting its impact on Eagle

Harbor at the Bainbridge island, the location of which is shown below in figure 8.9. The ground

deformation file for generating the tsunami was obtained from the NCTR, and this test problem

has been used for recent model comparison and validation study of GeoClaw and MOST as part

of a tsunami hazard assessment of Bainbridge Island. More details about the modeling, along with

additional comparisons of model results from the two codes, can be found in the project report

[Titov et al., 2018].

Figure 8.9 also shows the computational domain, which is from longitude−123.61 to−122.16

and latitude 47 to 48.7 in spherical coordinates, with structured quadrilateral grid cells. Since this

is a local tsunami in an enclosed Sound surrounded by land, the tsunami waves soon get reflected

by shorelines and spread out to cover the full domain very soon after the earthquake. Thus, instead

of using a refinement tolerance parameter, mesh refinement is enforced everywhere in the domain

regardless of wave amplitude, and never regenerate new grid patches. Four levels of refinement are

used, as denoted by the rectangles in figure 8.9 that denote regions where refinement is enforced.

Starting from the coarsest level (level 1), which has a resolution of 30 minutes, the refinement ratios

are 5, 3 and 6, giving a resolution of 6 minutes on level 2, 2 minutes on level 3 and 1
3

minutes on

level 4. Note that for this benchmark problem, a large proportion of the domain is dry land and the

shorelines are relatively much longer and more complex. As a result, many branches occur along
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Figure 8.8: Surface displacement for the hypothetical Seattle Fault earthquake, with Bainbridge

Island labelled BI. Eagle Harbor is just north of the fault on the east side of the island. Red

contours show uplift at levels 0.5, 1, 1.5, . . . meters, blue contours show subsidence at levels

−0.05, −0.1, . . . meters.

the execution path of solving Riemann problems of the shallow water system since more different

situations arise, e.g. a Riemann problem with one state being dry initially but becoming wet, or

staying dry, depending on the flow depth and velocity in the neighboring cell. For the GPU, if the

32 threads in a warp do not take the same execution path, each extra branch will be executed by the

entire warp, introducing significant extra execution time. Thus the irregularity of water area in this

benchmark problem is challenging for some CUDA kernels to use the GPU hardware efficiently .
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Figure 8.9: Computational domain and refinement regions for tsunami inundation triggered by the

Seattle fault. Red rectangle shows the region where level 2 refinement is enforced. Blue rectangle

shows the region where level 3 refinement is enforced. White rectangle shows the region where

level 4 refinement is enforced.

8.2.2 Simulation Results

Figures 8.10 and 8.11 show snapshots from the simulation at several moments during the simula-

tion in the Puget Sound and near Eagle Harbor, colored by ζ(x, y, t) defined in equation (8.4). The

black solid line denotes the original shoreline before the earthquake. At the entry of the harbor,

deep inundation occurred at several places as early as only 3 minutes after the earthquake. Even at

the very end of the Eagle Harbor, the influence from the tsunami is also significant, causing more

than 2-meter deep inundation in several places starting at 9 minutes after the earthquake. One wave

gauge is placed inside Eagle Harbor to record the inundation depth during the tsunami. Figure 8.9

shows the location of the wave gauge. As this is a hypothetical event for modeling an earthquake

roughly 1100 year ago, there is no surface elevation observation available for comparison. Hence,

the results from the current implementation are compared with those from the MOST tsunami

model [Titov and Gonzalez, 1997]. Additional comparisons of GeoClaw and MOST results can be

found in the comparison study recently performed by Titov et al. [2018]. For that study the original

CPU version of GeoClaw was used, with the un-splitting algorithm and refluxing, but it has been
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Figure 8.10: ζ(x, y, t) in Puget Sound after a tsunami triggered by Seattle fault rupture.
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Figure 8.11: ζ(x, y, t) in Eagle Harbor of Bainbridge island after a tsunami triggered by Seattle

fault rupture. The solid line denotes location of the shoreline at initial.
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Figure 8.12: Water surface elevation at a gauge (location: longitude −122.5089, latitude 47.6222)

inside Eagle Harbor of Bainbridge island.

confirmed that very similar results are obtained with the GPU code, at least in Eagle Harbor. Table

8.3 shows the total number of cell updates and total number of the time steps taken on each AMR

level for the simulation of a tsunami triggered by the Seattle fault rupture. The majority (88%)

of the computational cost is spent on level 4, which is designed to only cover the small area of

interest, around Eagle Harbor on Bainbridge island.

Figure 8.13 shows total running time and proportion of the two components on 4 machines

(no regridding process since it is never conducted) The total speed-ups are 3.7 on machine 1 and

5.0 on machine 2 for this benchmark problem. For the original CPU implementation, the non-

AMR portion takes 98% and 99% of the total computational time, which indicates high potential

of benefiting from optimizing the performance of this portion. Although the proportion of the non-

AMR portion increases for the current implementation on machine 1 and machine 2, it still takes

more than 95% of the total computational time, showing great potential for further improvement.

Table 8.4 shows the three metrics for the current GPU implementation running on machine 1

and machine 2 when the Seattle Fault tsunami is simulated. Similar values are obtained for all three

metrics, showing consistency and validity of the three metrics on evaluating GPU implementation
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Table 8.3: Total number of cell updates and total number of the time steps taken on each AMR

level for the simulation of a tsunami triggered by Seattle fault rupture.

AMR level Total number of cell updates Total number of the time steps taken

1 8.41E+06 237

2 5.28E+08 1165

3 9.03E+08 3484

4 7.40E+09 20862

Total 8.84E+09 25748

Table 8.4: The three metrics measured from execution of the code on machine 1 and machine 2,

simulating the Seattle Fault tsunami.

machine 1 machine 2

P1 60.76% 57.39%

P2 84.80% 84.60%

P3 6.87% 1.77%

with different tsunami problems.
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Figure 8.13: Wall time (in seconds) of entire program on simulating the Seattle Fault tsunami,

for original CPU implementation running on machine 3 and machine 4, and the current GPU

implementation running on machine 1 and machine 2.

8.3 Conclusions

The shocking fatalities and infrastructure damage caused by tsunamis in the past two decades high-

light the importance of developing fast and accurate tsunami models for both forecasting and haz-

ard assessment. This chapter presents the development of a fast and accurate GPU-based version

of the GeoClaw code using patched-based AMR. Arbitrary levels of refinement and refinement

ratios between levels are supported. The surface elevation at DART buoys and wave gauges in

the benchmark problems show the ability of the current tsunami model to produce accurate results

in tsunami modeling. With the GPU, the entire tsunami model runs 3.6–6.4 times faster than an

original CPU-based tsunami model for several benchmark problems on different machines. As a

result, the Japan 2011 Tohoku tsunami can be fully simulated for 13 hours in under 3.5 minutes

wall-clock time, using a single Nvidia TITAN X GPU. Three metrics for measuring the absolute

performance of a GPU-based model are also proposed to evaluate the performance of the current

GPU implementation without comparing to others, which shows the ability of the current model

to efficiently utilize GPU hardware resources. Other hazards such as storm surge (e.g. Mandli and

Dawson [2014]) and dam failures (e.g. George [2011]) can also be modeled with GeoClaw and

can also benefit from this GPU-accelerated version of GeoClaw.
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Chapter 9

SUMMARY AND FUTURE WORK

9.1 Summary

The primary focus of this work was on developing accurate and fast numerical models for tsunami

modeling. The first part described the development of a two-dimensional (2D) and a three-dimensional

(3D) tsunami inundation models and the comparison between them. The GeoClaw software used

to build the 2D numerical model was then accelerated with GPUs in the second part of the disser-

tation. Both works contributed to the study and improvement of tsunami models.

In particular, part I of the dissertation built a 3D and a 2D tsunami inundation models of a

1:50 model-scale representative of the town of Seaside, Oregon in the United States, to simulate

the challenging inundation phase of tsunamis. The 3D model was based on solving the 3D RANS

equations with OpenFOAM, while the 2D model used the GeoClaw software to solve the shallow

water equations. The constructed environments (buildings and seawalls) were explicitly modeled,

which added complexity and challenge to the problem. The 3D model could provide much more

details of the flow and direct prediction of tsunami loads on structures of interest but at a much

higher computational cost compared to the 2D model. Due to the limitation of computational

resources, only sub-sections of the entire wave basin could be modeled in a single simulation by

the 3D model. Numerical experiments were thus conducted to find proper selection of sub-sections

for areas of interest. The study found that, with proper selection of the sub-sections, the 3D model

could model the entire domain without loss of accuracy, which greatly alleviated the expensive

computational demand required by the 3D model.

Water depth, velocities in two horizontal directions and momentum flux from the two numeri-

cal models were compared with measurement in the experiment and they agreed reasonably well in

most time periods, except for the time near the initial impact of the wave on the coastal structures.
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Near the initial-impact time region, the 2D GeoClaw model had more difficulty in predicting the

flow parameters due to transient characteristic of the flow. Although the 3D OpenFOAM model

could do better in capturing these turbulent flows, it did so at an expense of much more computa-

tional resources. The 2D GeoClaw model required much less computational resources and could

model the entire basin in a single simulation. By carefully comparing velocity field in the numerical

results with the experimental measurement, a potential problem was found in the optical approach

used to measure velocity in the experiment. The optical approach assumed the velocity of the lead-

ing edge of the bore was the maximum velocity in the flow, while the numerical results indicated

this was not always true and maximum velocity could occur somewhere after the bore front. Thus

using the optical approach to estimate peak velocity could underestimate it. Because the tsunami

load is in proportion to the square of velocity, the error in the estimation of peak velocity could

result in large error in the estimation of tsunami load.

Tsunami inundation models are very useful for the planning of evaluation route and for the

design and construction of buildings and structures in tsunami inundation zones. While prediction

of the flooding depth and flow speed around these buildings could provide very useful informa-

tion for these goals, prediction of fluid forces on buildings is also very useful, or even necessary

for designing and constructing critical structures such as evacuation structures, hospitals or fire

stations, which are expected to maintain certain levels of capability in a tsunami event. Part I of

the dissertation also compared the capability of the 3D and 2D models to predict tsunami load on

structures. Although the 3D model was much more expensive than the 2D model, it could produce

direct prediction of tsunami loads on the structures by integrating the pressure and shear stress on

their surfaces. The 2D model could only do so indirectly by extrapolating tsunami forces from

flow quantities with empirical approaches. In this study, the definition of the drag coefficient was

used to extrapolate fluid forces from water depth and flow velocity. It was shown that the inclusion

of constructed environments in the numerical model was important for getting a reasonably good

estimation of the fluid forces, although a better choice of the drag coefficient other than the typical

choice of 2.0 might be more proper. Overall, it could be hard to get accurate prediction of fluid

forces for all structures and at all time during the simulation with this approach since it was found
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that the best choice of the drag coefficient not only varied with time but also highly depended on

location and the surrounding environment which could affect the direction of the flow.

In addition to providing tsunami forces on a structure as a whole, the 3D model could also

predict flow forces on components of a structure. Forces on individual walls over time output by

the 3D model were discussed. It was found that the walls of a building could be impacted by the

flow at different times and in different directions, which indicated that even when the net force on

a building was not very large, forces on individual components such as walls could be quite large

and result in critical local damage.

In part II of this dissertation, the GeoClaw software used to build the 2D model in part I was

accelerated with the Graphics Processing Units (GPUs) by using the CUDA programming model.

The finite volume methods, governing equations and the adaptive mesh refinement (AMR) al-

gorithm in GeoClaw were first described to help explain the design and implementation of the

GPU code. The use of Adaptive Mesh Refinement (AMR) in the code is necessary for alleviating

computational cost in modeling transoceanic tsunamis and adds challenges to the implementation,

including dynamic memory structure creation and manipulation, balanced distribution of comput-

ing loads between the CPU and the GPU, and optimizations to minimize global memory access

and maximize arithmetic efficiency in the GPU kernel.

In particular, a hybrid CPU/GPU approach was used to utilize the computational resources from

both the CPU and the GPU. A custom memory pool was developed to reduce the overhead of fre-

quent allocation and deallocation of CPU and GPU memories. To exploit the concurrency between

different procedures in the code, a dependency graph for multiple procedures in the GeoClaw soft-

ware was constructed. Different procedures were allowed to run concurrently as long as the type

of hardware a procedure required is available and it satisfied such dependencies, which were en-

forced through a combination of rearrangement of CPU procedures and GPU kernel launches, the

use of OpenMP directives and CUDA streams, and proper synchronizations between CPU threads

and between the CPU and the GPU. Several CUDA kernels were also developed for integrating

the solution on computational grids and adjusting global time step sizes. To achieve a balance

between redundant computation and inefficient memory access, dimensional splitting method was
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implemented to integrate the solution. Within a time step, each CUDA thread was first assigned to

solve a Riemann problem at a cell edge and then assigned to a cell to update the solution using the

waves from its neighboring cell edges.

Two realistic tsunami modeling problems from recent validation studies, the Japan 2011 tsunami

and a local hypothetic tsunami caused by the Seattle fault, were then used as benchmarks to eval-

uate performance of the current GPU code. Wave heights at several wave gauges predicted by

the current GPU code were compared against those from other well validated codes and from real

observations and they agreed quite well. For the Japan 2011 tsunami, six levels of refinement was

used to obtain a very wide range of resolution for the grids (from O(105) m in the middle of the

ocean to O(101) m inside a harbor where wave heights were measured). By combining the AMR

algorithm and GPU acceleration, the GPU code was able to simulate the Japan 2011 tsunami for 13

hours in under 3.5 minutes wall-clock time, using a single Nvidia TITAN X GPU. Performance of

the GPU-accelerated GeoClaw was evaluated in two ways. The first approach compared the speed

of the GPU code against that of the original CPU code, which found that the GPU code could run

3.6-6.4 times faster on two types of GPUs that were used than the original GeoClaw running on

CPUs for the two benchmark problems. The other approach evaluated performance of the GPU

code by using three metrics that were proposed to reflect the absolute performance of the GPU

code without having to comparing it against other code, which showed efficient usage of hardware

resources by the GPU code.

9.2 Future Work

This dissertation contributed to the study of tsunami models that solve a set of partial differen-

tial equations (PDEs) that govern the underlying physics. These tsunami models could improve

our capability of responding to future tsunami hazards and the safety and resilience of coastal

communities. These PDEs-based models, however, have their own limitations, such as heavy com-

putational cost and possibly not being the most proper description of some underlying physics.

Recently, machine learning techniques have been shown to succeed in many areas such as natural

language processing and computer vision. Modern machine learning techniques have rarely been
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applied in the tsunami research community and have great potential to overcome some limitations

of traditional PDEs-based approach.

One promising application of the machine learning approach to tsunami hazards study is tsunami

forecasting for early warning. The inversion process that gives the input to a tsunami model in the

current early warning system often takes hours [Wei et al., 2008] and is based on limited data. Thus

the current early warning system for the Pacific Northwest only works well for far-field tsunamis,

such as those originating in Japan, Alaska, or Chile for example. For tsunamis originating in the

near field, in particular from thrust earthquakes on the CSZ, this warning system will be of limited

use, given the fact that the tsunami from such an earthquake will reach many coastal locations in

less than 30 minutes and is sensitive to the spatial and temporal distribution of seafloor motion

[Melgar et al., 2016, LeVeque et al., 2018]. Another type of tsunami that the current operational

tsunami early warning system is not designed for is a non-seismically generated tsunami such as

a tsunami triggered by landslide or volcanic eruption. Seismic inversion cannot be used to infer

tsunami initial condition since the tsunami is not triggered by an earthquake. Such a tsunami may

affect only nearby areas, but can be devastating at those locations since they often reach the coast

in a very short time.

A machine-learning-based tsunami model can address such limitations in the current tsunami

warning system. This gives us a direct warning approach that does not rely on the time-consuming

inversion for tsunami initial condition and the running of forward tsunami models after that. Such

a direct warning approach measures information and infers expected coastal hazard severity di-

rectly from the measurement. One example of direct warning approaches is using current speeds

measured by high-frequency radar and surface elevation measured by moored GNSS (Global Nav-

igation Satellite System) buoys near-shore to infer tsunami hazards along the nearby coast.

For future work, a machine learning model can be trained with observation of some signals

from nearby coast, such as current speeds and wave height, as input, and tsunami hazard severity

along the coast as output. Then the model can be deployed to forecast tsunami hazards along the

coast by monitoring relevant signals in real time. The training samples can be generated from

well-validated PDEs-based models like GeoClaw and/or real observation. Such an approach not
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only can detect non-seismically-generated and near-field tsunamis, but also runs much faster and

thus gives earlier warning and more response time to the coastal communities.
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U. Kânoğlu. Real-time experimental forecast of the Peruvian tsunami of August 2007 for US

coastlines. Geophysical Research Letters, 35(4), 2008.

Y. Wei, C. Chamberlin, V. V. Titov, L. Tang, and E. N. Bernard. Modeling of the 2011 Japan

http://earthquake.usgs.gov/hazards/designmaps/
http://earthquake.usgs.gov/hazards/designmaps/


www.manaraa.com

156

tsunami: Lessons for near-field forecast. Pure and Applied Geophysics, 170(6-8):1309–1331,

2013.

M. Wei-Haas. The Science of Indonesia’s Surprise Tsunami, Oct 2018. URL

https://www.nationalgeographic.com/environment/2018/09/

indonesia-tsunami-sulawesi-explained-science-geology/

?cmpid=org=ngp::mc=social::src=twitter::cmp=editorial::add=

tw20180928env-indonesiatsunamiupdate::rid=&sf198797445=1.

I. A. Williams and D. R. Fuhrman. Numerical simulation of tsunami-scale wave boundary layers.

Coastal Engineering, 110:17–31, 2016.

A. O. Winter, M. R. Motley, and M. O. Eberhard. Tsunami-like wave loading of individual bridge

components. Journal of Bridge Engineering, 23(2):04017137, 2017.

H. Xiao and W. Huang. Numerical modeling of wave runup and forces on an idealized beachfront

house. Ocean Engineering, 35(1):106–116, 2008.

V. Yakhot, S. Orszag, S. Thangam, T. Gatski, and C. Speziale. Development of turbulence models

for shear flows by a double expansion technique. Physics of Fluids A: Fluid Dynamics (1989-

1993), 4(7):1510–1520, 1992.

H. Yeh. Tsunami forces in the runup zone. Caribbean Tsunami Hazard - Proceedings of the NSF

Caribbean Tsunami Workshop, 132(December):275–287, 2006.

H. Yeh. Design tsunami forces for onshore structures. Journal of Disaster Research, 2(6):531–536,

2007.

H. Yeh, S. Sato, and Y. Tajima. The 11 March 2011 East Japan earthquake and tsunami: Tsunami

effects on coastal infrastructure and buildings. Pure and Applied Geophysics, 170(6-8):1019–

1031, 2013.

https://www.nationalgeographic.com/environment/2018/09/indonesia-tsunami-sulawesi-explained-science-geology/?cmpid=org=ngp::mc=social::src=twitter::cmp=editorial::add=tw20180928env-indonesiatsunamiupdate::rid=&sf198797445=1
https://www.nationalgeographic.com/environment/2018/09/indonesia-tsunami-sulawesi-explained-science-geology/?cmpid=org=ngp::mc=social::src=twitter::cmp=editorial::add=tw20180928env-indonesiatsunamiupdate::rid=&sf198797445=1
https://www.nationalgeographic.com/environment/2018/09/indonesia-tsunami-sulawesi-explained-science-geology/?cmpid=org=ngp::mc=social::src=twitter::cmp=editorial::add=tw20180928env-indonesiatsunamiupdate::rid=&sf198797445=1
https://www.nationalgeographic.com/environment/2018/09/indonesia-tsunami-sulawesi-explained-science-geology/?cmpid=org=ngp::mc=social::src=twitter::cmp=editorial::add=tw20180928env-indonesiatsunamiupdate::rid=&sf198797445=1


www.manaraa.com

157

W. Zhang, A. Almgren, M. Day, T. Nguyen, J. Shalf, and D. Unat. Boxlib with tiling: An adaptive

mesh refinement software framework. SIAM Journal on Scientific Computing, 38(5):S156–

S172, 2016.

Y. J. Zhang and A. M. Baptista. An efficient and robust tsunami model on unstructured grids. Part

I: Inundation benchmarks. Pure and Applied Geophysics, 165(11-12):2229–2248, 2008.



www.manaraa.com

158

Appendix A

COMPUTATION OF SEISMIC LOAD

The design earthquake loads for Seaside, Oregon are computed using the ASCE 7-10 Standard

[ American Society of Civil Engineers (ASCE), 2013]. Building I was assumed to be founded on

very dense soil and soft rock (Site Class C according to ASCE 7-10 Table 20.3-1). The building’s

occupancy category is classified as low risk to human life (Risk Category I according to ASCE

7-10 Table 1.5-1). Using the Risk-Adjusted Maximum Considered Earthquake maps (ASCE 7-10

Chapter 22 and the USGS web tool [USGS, 2016]), the mapped short-period spectral acceleration,

Ss is 1.33g and the mapped 1-second spectral accelerations, S1 is 0.68g.

Those spectral accelerations are adjusted for local site conditions using ASCE 7-10 Eq. 11.4-1

(A.1) and Eq. 11.4-2 (A.2). Where the short-period site adjustment factor Fa is found to be 1.0

(ASCE 7-10 Table 11.4-1) and the 1-second period site adjustment factor Fv is equal to 1.3 (ASCE

7-10 Table 11.4-2).

SMS = FaSS (A.1)

SM1 = FvS1 (A.2)

The maximum considered spectral accelerations (SMS and SM1) are then adjusted for design.

The short-period design spectral acceleration parameter, SDS is computed as 0.89g using ASCE

7-10 Eq. 11.4-3 (A.3) and the long-period design spectral acceleration parameter, SD1 is computed

as 0.59g using ASCE 7-10 Eq. 11.4-4 (A.4).

SDS =
2

3
SMS (A.3)
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SD1 =
2

3
SM1 (A.4)

The building’s lateral force resisting system is assumed to be special reinforced concrete shear

walls with a response modification coefficient, R, equal to 5 (according to ASCE 7-10 Table 12.2-

1). The structure’s height is assumed to be 13.7m from the ground level. The code approximated

fundamental period of the structure, Ta is estimated as 0.35s using ASCE 7-10 Equation 12.8-7

(A.5), where Ct and x are found in ASCE 7-10 (Table 12.8-2) and are equal to 0.0488 and 0.75

respectively.

Ta = Cth
x
n (A.5)

The fundamental period of the structure for design, T , shall not exceed the upper limit on the

calculated period, CuTa, computed as 0.49s (where Cu is found in ASCE 7-10 Table 12.8-1). In

this study, we assume that the actual fundamental period of the structure is between Ta and the

upper limit on the calculated period.

The seismic design base shear, V , is computed as per the Equivalent Lateral Force Procedure

(ASCE 7-10 Section 12.8) using ASCE 7-10 Eq. 12.8-1 (A.6). Where Cs is the seismic response

coefficient, and W is the effective seismic weight of the building.

V = CsW (A.6)

The value ofCs is computed using ASCE 7-10 Eq. 12.8-2 (A.7) and for the case where T ≤ TL,

Cs shall not exceed the value computed using ASCE 7-10 Eq. 12.8-3 (A.7). The long-period

transition period, TL, is equal to 16s (ASCE 7-10 Figure 22-12). The value of Cs shall also be

more than the values computed using ASCE Eq. 12.8-5 (A.9) and Eq. 12.8-6 (A.10). In Eq. A.7

through Eq. A.10, Ie is equal to 1.0 for Risk Category I (according to ASCE 7-10 Table Table

1.5-2). The final value of Cs is computed as 0.18g.

Cs =
SDS
R
Ie

(A.7)
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Cs =
SD1

T R
Ie

(A.8)

Cs = 0.044SDSIe ≥ 0.01 (A.9)

Cs = 0.05S1/(R/Ie) (A.10)

The average seismic weight of the each floor is assumed to be around 9.6kN/m2. The building

is 4 stories tall with a floor plate that is approximately 12.2 by 39.0 m. The estimated total building

seismic weight, W , is around 18,200 kN. The seismic design base shear, V, is estimated to 3,350

kN.


